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Foreword

The aim of the conferences ”Unsolved Problems on Noise”, which are organized
every three years, is to provide a forum for researchers working on noise and fluc-
tuations, where they can present and discuss their scientific problems which do
resist solutions. The first edition held in 1996 in Szeged (Hungary) was mostly
devoted to devices. The second edition held in Adelaide (Australia) in 1999 fo-
cused on the mathematical aspects of noise and fluctuation research. In the third
one, organized in the National Institutes of Health in Bethesda (USA), the main
topics were centered around the problems of noise in biology and biomedical en-
gineering. The fourth conference, which took place in Gallipoli (Italy), focused
mainly on noise and fluctuations at the nanometric scale-length in electronic de-
vices, bio-materials and mesoscopic systems. The conference organized in Lyon
wants to keep a strong interdisciplinary aspect and we hope that we will succeed
in reaching this goal. The Scientific Committee selected seven main topics that
will be introduced by several invited speakers who will point out which, in their
opinion, are the open problems in their specific field of interest. The selected
topics are:

1. Applications of noise in measurements, technologies and informatics
. Biological noise
. Crackling noise
. Noise in complex and non-linear systems

2
3
4
5. Noise in materials and devices
6. Quantum noise and coherence
7

. Theoretical trends in fluctuations

Several subjects in this list are within the framework of the Gallipoli conference
and previous ones. The real novelty of the Lyon edition is the section on “Crack-
ling Noise”, which has been introduced because such a kind of noise appears
in many physical, biological, geological and technological problems. It presents
many open aspects which merit to be discussed in details.

Focusing on unsolved problems requires a more thorough, more open-minded,
and less biased refereeing process than the presentation of solved problems typical
in the publications of the standard literature. The conference tradition dictates
that to be accepted each proposal (contributed oral and poster papers) has to
be reviewed using double-blind refereeing process by appropriate members of the
Scientific Committee. For this edition we received about 130 contributions. Using
the above mentioned procedure the committee selected 50 talks and 70 posters.
The proceedings of the conference will be published in a special issue “Unsolved
problems of noise in physics, biology and technology” of the “Journal of Statis-
tical Mechanics: Theory and Experiment”. The deadline for submitting your
contributions has been postponed to June 15",

We hope that you will enjoy your stay in Lyon and profit from the workshop.

The organizers

S. Ciliberto, L. Bellon, E. Bertin, T. Dauxois, S. Deschanel, S. Roux and L. Vanel
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Schedule

Monday June 2nd

8h00 Registration Opening
8h45-9h10 Welcome Introduction

Session: Noise in complex and non-linear systems

9h10-9h40 Laszlo B. KisH
Negative weight transients of information storage media after recording

9h40-10h00 Debjani BAGCHI
Fluctuations and slow dynamics in an ageing polymer glass

10h00-10h30 Ho Bun CHAN
Activation barrier scaling and switching path distribution in micromechanical parametric
oscillators

10h30 Coffee Break

11h00-11h30 Francisco J. CAO
Open problems on information and feedback control of stochastic systems

11h30-11h50 Andrea DUGGENTO
An inferential framework for monstationary dynamics: Theory, applications, and open
questions

11h50-12h10 Lukasz MACHURA
Order and Disorder in Coupled Mesoscopic Rings

12h10-12h30 Alexander Alexandrovich DUBKOV
The problem of constructing phenomenological equations for subsystem interacting with
non-Gaussian thermal bath

12h30-14h30 Lunch

14h30-15h10 Bernard CASTAING — Keynote Lecture
Noise statistics and physical mechanisms

15h10-15h30 Freddy BOUCHET
Out of equilibrium phase transitions in the two dimensional Navier Stokes equation with
stochastic forces

Session: Quantum noise and coherence

15h30-16h00 Julien GABELLI
Dynamics of Quantum Noise in a Tunnel Junction under ac Ezcitation

16h00 Coffee Break

16h40-17h10 Tomas NOVOTNY
Josephson junctions as detectors of the Full Counting Statistics: Theoretical issues and
analysis of experiments

17h10-17h30 Xavier ORIOLS
High frequency noise in mesoscopic conductors: A novel algorithm for the self-consistent
computations of particle and displacement currents with quantum trajectories

17h30-17h40 Human Rights Session.
18h00 Welcome drink
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Tuesday, June 3rd

Session: Crackling noise

9h00-9h40 Karin DAHMEN — Keynote Lecture
Crackling Noise, Glassiness, and Disorder Induced Critical Scaling In and Out of Equi-
librium: are they the same ¢

9h40-10h00 Lasse LAURSON
Temporal avalanche correlations in crackling noise

10h00-10h30 Stéphanie DESCHANEL
Ezperimental study of crackling noise: conditions on power-law scaling correlated to
fracture precursors

10h30-11h00 Coffee Break

11h00-11H30 Ferenc Kun
Crackling noise in fatigue fracture of heterogeneous materials

11h30-11h50 Alvaro CORRAL
Self-similar dynamical structure in catastrophic events and in written texts

11h50-12h10 Gianni NICCOLINI
Crackling noise and universality in fracture systems

Session: Biological noise

12h10-12h30 Daniele ANDREUCCI
Variability and suppression of variability in the photoresponse in the mouse rod

12h30-12h50 Igor A. KHOVANOV
Intrinsic dynamics of heart regulatory systems: from experiment to modelling

12h50-14h30 Lunch
14h30-16h00 Poster Session
16h00-16h30 Coffee Break

Session: Applications of noise in measurements, technologies and infor-
matics

16h30-17h10 Holger KANTZ — Keynote Lecture
Noise in measurements and data analysis

17h10-17h30 Francois CHAPEAU-BLONDEAU
Raising the noise to improve the performance of optimal processing

17h30-18h00 Bernard ORSAL
Optical noise of a 1550 nm fiber laser as an underwater acoustic sensor

Wednesday, June 4th

Session: Theoretical trends in fluctuations

9h00-9h40 Roberto BENZI — Keynote Lecture
Stochastic Resonance in complex systems

9h40-10h00 Peter M. KOTELENEZ
Brownian noise and the depletion phenomenon

10h00-10h30 Giuseppe GONNELLA
Heat fluctuations in systems in contact with heat baths at different temperatures

10h30-11h00 Coffee Break

11h00-11h30 Eli BARKAI
Weakly Non-ergodic Noise: From Blinking Qunatum Dots to mRNA diffusing in a cell

11h30-11h50 Paolo PARADISI
Perturbation-induced transition from Non-Poisson to Poisson statistics

Session: Noise in materials and devices

11h50-12h10 Yossi PALTIEL
Non Gaussian Noise in Quantum Wells

12h10-12h30 Iouri GALPERINE
Many electron theory of 1/f-noise in hopping conductance

12h30-12h50 Jean-Marc ROUTOURE
Possible effect of epitazial quality and of strain on the low frequency noise in LSMO
thin films

12h50-14h30 Lunch

14h30-15h45 Poster Session / Visit of the Physics Laboratory
15h45-16h15 Coffee Break

16h15-19h00 Guided tour of the old city of Lyon

Meeting Points: 16h15 from ENS Lyon or 17h from Basilique Fourviere.
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Thursday, June 5th

Session: Noise in materials and devices

9h00-9h40 Hélene BoucHiaT — Keynote Lecture
Thermal and out of equilibrium noise in electronic devices: from the classical to the
quantum regime

9h40-10h00 Francesco CICCARELLO
Noise of hot electrons in anisotropic semiconductors in the presence of a magnetic field

10h00-10h30 Guillem ALBAREDA
Can analog and digital applications tolerate the intrinsic noise of aggressively-scaled
field-effect transistors?

10h30 Coffee Break

11h00-11h30 Luca VARANI
Problems of noise modeling in the presence of total current branching in HEMTs and
FETs channels

11h30-11h50 Eugene SUKHORUKOV
Stochastic dynamics of a Josephson junction threshold detector

11h50-12h10 Jestis Enrique VELAZQUEZ-PEREZ
Noise in strained-Si MOSFET for low-power applications

12h10-12h30 Jean-Francois MILLITHALER
A Monte Carlo investigation of plasmonic noise in nanometric n-Ing.ss Gag.a7As chan-
nels

12h30-14h30 Lunch
14h30-16h00 Poster Session
16h00-16h30 Coffee Break

16h30-16h50 Kamal Kumar BARDHAN
1/f Noise in systems with multiple transport mechanisms

16h50-17h10 Shih CHUN-HSING
Latent Noise in Schottky Barrier MOSFETSs

Session: Theoretical trends in fluctuations

17h10-17h50 Eric VANDEN-EIJNDEN — Keynote Lecture
Pathway of maximum likelihood of rare noise-induced events

20h00 Banquet: Restaurant Le Caro de Lyon 25, rue Bat d’Argent 69001 Lyon

Friday, June 6th

Session: Biological noise

9h00-9h40 Benjamin LINDNER — Keynote Lecture
Biological noise - from neural shot noise to diffusive transport

9h40-10h00 Kai DIERKES
Enhancement of sensitivity gain and frequency tuning by coupling of active noisy hair
bundles

10h00-10h30 Francesca D1 PATTI
Can a microscopic stochastic model explain the emergence of pain cycles in patients?

10h30 Coffee Break

11h00-11h30 Zbigniew R. STRUZIK
Is Complexity of Heart Rate Decreased or Increased in Congestive Heart Failure

11h30-11h50 Noboru TANIZUKA
Predictability of Consciousness States Studied with Human Brain Magnetism

11h50-12h10 Mark Damian MCDONNELL
On the Interaction Between Lossy Compression, Randomness and Redundancy in Bio-
logical Neurons

12h10-12h30 Steeve ZOZOR
Does the eye tremor provide the hyperacuity phenomenon?

12h30-14h30 Lunch

14h30-14h50 Ekkehard ULLNER
Noise-induced rhythmicity in an ensemble of circadian oscillators

14h50-15h10 Josep Maria HUGUET
Towards DNA sequencing by force

Session: Crackling Noise

15h10-15h30 Fergal DALTON
Stick-slip of a sheared granular medium

15h30-15h50 Ferenc F. CSIKOR
Dislocation avalanches and the intermittency of crystal plasticity

15h50-16h10 Edvige CELASCO
Correlated avalanches in TES noise power spectra

16h10-17h00 Coffee Break
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UPoON 2008 TALKS

: APPLICATIONS OF NOISE IN MEASUREMENTS, TECHNOLOGIES AND INFORMATICS

Noise in measurements and data analysis

Holger Kantz
Max-Planck-Institute for the Physics of Complex Systems
No6thnitzer Str. 38, 01187 Dresden, Germany

Open problems in the way how noisy measurements can be used in signal processing and data analysis
will be discussed. Noise on data obscures our knowledge about the true state of the observed system.
‘We raise issues in noise reduction, statistical inference, and modeling based on noisy time series data or
images, but also the difficulty of assessing uncertainties of measurements of time dependent quantities.

10
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Optical noise of a 1550 nm fiber laser as an undew@ter
acoustic sensor

B. Orsal*, R. Vacher**, D. Dureisseix***

* Research team “Bruit Optoélectronique”, Institut d’Electronique du Sud (IES), CNRS
UMR 5214 / University Montpellier 2, CC 084, PlaceEugéne Bataillon, F-34095
Montpellier Cedex 05, France

** Société d'études, de recherche et de développemendustriel et commercial (Serdic),
348 avenue du Vert-Bois, F-34090 Montpellier, Frare

** Research team “Systémes Multi-contacts”, Laborapire de Mécanique et de Génie
Civil (LMGC), CNRS UMR 5508 / University Montpellier 2, CC 048, Place Eugéne
Bataillon, F-34095 Montpellier Cedex 05, France

The goal of this presentation is to provide the first results we get concerning the optical noise
of afiber laser used as an underwater acoustic sensor. The main sensor characteristics are;

- a sensitivity allowing detection of all noise levels over background sea noise (the so-called
deep-sea state 0). Among other applications, one may mention: seismic risk prevention, oil
prospection, ship detection, etc.

- an optical noise reduced at its minimal value: it is the lower bound below which no acoustic
pressure variation is detectable.

The studied sensor we are concerned with is a fiber-laser based deep-sea hydrophone. Its
basic principle lies in the measurement of a laser emission frequency from an erbium-doped
optic fiber, with two imprinted mirrors acting as an optical cavity. The length variations of the
fiber, proportional to the acoustic pressure levels, induce a change in frequency of the emitted
light. To allow for an accurate detection of these length variations, the fiber laser is embedded
into an acoustic/mechanical device whose aim is to amplify strains arising from acoustic
waves. The device principles and designs, architectures of the detection channel and
performances are well described in the literature.

Excitation power is produced by a pump laser located on an emission/reception station on
shore. A transmission fiber, whose length may be up to several dozens of kilometers, guides
the pump power (with a 1480 nm wavelength) up to the fiber lasers acting as sensors. These
fiber lasers emit a backtracking beam with a different wavelength. Several sensors may be
located on the same line, provided that they al respond with different wavelengths, close to
1550 nm, in order to increase detection area radius. Once they reach the reception station, the
different signals are first separated with a wavelength demultiplexer, and second, driven to a
Mach-Zehnder interferometer shifted by using 300m optical fiber that detects both the
acoustic signal frequency and the optical noise generated by the fiber laser. To improve the
detection phase, the two separated beams in the interferometer are modulated with different
frequencies, to get the heterodyne detection, using a FFT analyzer for low frequency anaysis
of main signal and optical noise.

We therefore present herein the first results on the expected sensitivity of the acoustic/optic
device, on the frequency and amplitude optical noises induced by the fiber laser and all the
devices on the optical line, on the interactions between optical channels when close laser
wavelengths are used. These results exemplify the possible detection of signal levels aslow as
the deep-sea state O, especialy for low frequency bandwidths, from severa Hertz up to
severa kiloHertz.

11
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Raising the noise to improve the performance of
optimal processing

Frangois CHAPEAU-BLONDEAU, David ROUSSEAU,
Laboratoire d’Ingénierie des Systémes Automatisés (LISA),
Université d’Angers, 62 avenue Notre Dame du Lac, 49000 Angers, France.

Abstract

‘We formulate, in general terms, the classic theory of optimal detection and optimal estimation of
signal in noise. In this framework, we exhibit specific examples of optimal detectors and estimators
endowed with a performance which can be improved by injecting more noise. From this proof of
feasibility by examples, we suggest a general mechanism by which noise improvement of optimal
processing, although seemingly paradoxical, may indeed occur. Beyond specific examples, this leads us
to the formulation of open problems concerning the general characterization, including the conditions
of feasibility, of such situations of optimal processing improved by noise.

(1) A general optimal processing problem: An input signal s(t) is coupled to a native random
noise £(t) by some physical process, so as to produce an observable signal z(t). At N distinct times ¢;
which are given, N observations are collected z(t;) = x;, for j = 1 to N. From the N observations
(z1,...2N) = @, one wants to perform, about the input signal s(¢), some inference that would be optimal
in the sense of a meaningful criterion of performance that is denoted Q.

(2) A detection problem: An embodiment of the situation of (1) is a standard two-hypothesis detection
problem, where the input signal s(¢) can be any one of two known signals, i.e. s(t) = so(t) with prior
probability Py or s(t) = s1(¢) with prior probability P = 1 — P,. Input signal s(¢) is mixed in some
way to the “corrupting” noise £(t) to yield the observable signal z(t). From the observations & =
(z1,...xn) one has then to detect whether s(t) = so(t) or s(t) = s1(¢) hold. In this context, a meaningful
criterion of performance @ is (other criteria of Neynman-Pearson or minimax types are also possible)
the probability of detection error @ = Pr{s; decided |sg true } Py + Pr{so decided |s; true }Pj, the
two conditional probabilities in @ being dependent upon the probabilization established by the noise
£(t). Classic detection theory [1] tells us that the optimal detector to minimize this @ is to compare the
likelihood ratio Pr{x|s;}/Pr{x|so} to the decision threshold Py/P;.

(3) An estimation problem: Another embodiment of the general situation (1) is a standard param-
eter estimation problem, where the input signal s(¢) is dependent upon an unknown parameter a, i.e.
s(t) = s4(t). Input signal s,(t) is mixed to the noise £(t) to yield the observable signal z(¢). From the
observations @ = (x1,...2x) one has then to estimate a value a(x) for the unknown parameter. In this
context, a meaningful criterion of performance @ can be the rms estimation error Q) = EI/Z{[ﬁ(w) —al?}.
In this @, the expectation E(-) can be according to the probabilization established by the noise £(t)
alone, in the case of a deterministic unknown parameter a; or it can be according to the probabilization
established in conjunction by the noise £(¢) and the prior probability on a, in the (Bayesian) case of
a stochastic unknown parameter a. Classic estimation theory [1] tells us that the optimal estimator
is the maximum likelihood estimator @ = arg max,Pr{x|a} in the asymptotic regime N — oo for the
deterministic parameter case, and the a posteriori mean for the Bayesian stochastic parameter case.

(4) Noise-improved optimal processing: The amount of noise is quantified by a standard measure
such as the noise variance var[é(t)] = o2. At a given noise level 02 = o7, the optimal processor for
the problem at hand achieves the optimal performance @ = @;. At a strictly superior noise level
02 = 02 > 0%, the optimal processor for the problem achieves the optimal performance Q = Q2. The
outcome is that situations are possible where Q2 can be strictly better than @)1, i.e. when the optimal
processor operates at a higher noise level, its optimal performance is improved.

Another related situation, is the case where in the original setup of (1), a supplementary noise 7(t)
is purposely injected into the process in some way to influence the production of the observable signal

x(t), with n(t) independent of both the native noise £(¢) and the input signal s(t). The amount of the
injected noise is quantified, for instance, by its variance var[¢(t)] = o2. With no injected noise, i.e. at
(rf, = 0, the optimal processor for the problem at hand achieves the optimal performance @ = Q1. With
a nonzero amount of injected noise, i.e. at o’% > 0, the optimal processor for the problem achieves the
optimal performance Q = Q2. The outcome is that situations are possible where Q5 can be strictly better
than @1, i.e. when some nonzero extra noise is injected into the process, the optimal processor achieves
a better performance.

In the line of the studies on stochastic resonance and useful-noise effects [2], specific examples estab-
lishing the feasibility of such improvement by noise have been reported for optimal detection in [3, 4],
and for optimal estimation in [5]. New examples will be proposed in the full presentation.

(5) The basic mechanism: It may at first sight seem paradoxical that optimal processors in the sense
of (1), which include the classic optimal detectors of (2) and optimal estimators of (3), can be improved
by raising the noise. The point is that these processors are optimal in the sense that they represent the
best possible deterministic processing that can be done on the data x to optimize the performance @. In
the classic theory of these optimal processors, the performance @ is a functional of the probabilization
established by the native noise £(t), and this probabilization is kept fixed. The classic optimal theory
then derives the best deterministic processing of the data a to optimize the performance @ at a level
Q1. This level @ is therefore the best value of the performance that can be achieved by deterministic
processing of the data @ in the presence of a fized probabilization of the problem and of the functional
Q. What is realized by injection of more noise, is a change of this probabilization of the problem. If the
probabilization in the functional @ is changed, then the optimal processor, which is now optimal in the
presence of the new probabilization of the functional ), may achieve an improved performance Q2 > Q1.
It is even possible that a suboptimal processor in the sense of @ based on the new probabilization, achieve
a performance strictly better than the performance Q1 optimal in the sense of the initial probabilization.

(6) Open problems of noise: In this perspective, several open problems will be discussed:
e To obtain a general characterization of the optimal processing problems according to (1) that can
benefit from an improved performance through a change of their probabilization.

The change of probabilization, to be interpretable as a noise-improved performance, should be what
can be called an “overprobabilization”, i.e. a change of probabilization that goes in the direction of raising
the noise. A formal change of probabilization that would only amount to reduce the level of the native
noise £(t) would in general trivially lead to an improved performance of the optimal processor; but the
direction which is interesting to explore is the opposite: an improved performance by raising the noise.
e To characterize the beneficial overprobabilizations that are compatible with the underlying physics of
the problem. No all formally conceivable changes of probabilization are physically realizable in a given
process.

e Finally, for a given optimal-processing problem, one would like to be able to characterize, when it
exists and among those physically realizable, the optimal overprobabilization, i.e. that yielding the best
improvement by raising the noise.

References

[1] H. L. Van Trees, Detection, Estimation, and Modulation Theory, Part 1. New York: Wiley, 2001.

[2] L. Gammaitoni, P. Hinggi, P. Jung, and F. Marchesoni, “Stochastic resonance,” Reviews of Modern
Physics, vol. 70, pp. 223-287, 1998.

[3] F. Chapeau-Blondeau, “Stochastic resonance for an optimal detector with phase noise,” Signal Pro-
cessing, vol. 83, pp. 665—670, 2003.

[4] F. Chapeau-Blondeau and D. Rousseau, “Constructive action of additive noise in optimal detection,”
International Journal of Bifurcation and Chaos, vol. 15, pp. 2985-2994, 2005.

[5] F. Chapeau-Blondeau and D. Rousseau, “Noise-enhanced performance for an optimal Bayesian esti-
mator,” IEEE Transactions on Signal Processing, vol. 52, pp. 1327-1334, 2004.

12



UPON 2008

TALKS: BIOLOGICAL NOISE

Biological noise

Benjamin LINDNER — Keynote Lecture
Biological noise - from neural shot noise to diffusive transport .................

Kai DIERKES

Enhancement of sensitivity gain and frequency tuning by coupling of active noisy hair bundles ..... ... .. ...

Francesca D1 PATTI

Can a microscopic stochastic model explain the emergence of pain cycles in PALIENLS? .. ... e e e e e

Zbigniew R. STRUZIK
Is Complexity of Heart Rate Decreased or Increased in Congestive Heart Failure

Igor A. KHOVANOV
Intrinsic dynamics of heart requlatory systems: from experiment to modelling ..

Mark Damian MCDONNELL

On the Interaction Between Lossy Compression, Randomness and Redundancy in Biological Neurons . ....... ...

Steeve ZOZOR

Does the eye tremor provide the hyperacuity phenomenon? ....................

Paolo PARADISI
Perturbation-induced transition from Non-Poisson to Poisson statistics ........

Ekkehard ULLNER

Noise-induced rhythmicity in an ensemble of circadian oscillators ..............

Josep Maria HUGUET
Towards DNA sequencing by force ......... ... i,

Noboru TANIZUKA
Predictability of Consciousness States Studied with Human Brain Magnetism ..

Daniele ANDREUCCI
Variability and suppression of variability in the photoresponse in the mouse rod

14

15

16

17

18

19

20

21

22

23

24

25

13



UPON 2008

TALKS: BIOLOGICAL NOISE

Biological noise - from neural shot noise to diffusive
transport

Benjamin Lindner
Max-Planck-Institute for the Physics of Complex Systems
Nothnitzer Str. 38, 01187 Dresden, Germany

Solved and open problems in two general biophysical problems involving noise are reviewed: transfer
of information through stochastic neurons and directed intracellular transport by molecular motors.

1 Noise in neural systems

All our sensations are mediated by small electric discharges across the cell membrane of nerve cells
(neurons) [1]. These discharges are called action potentials or spikes; their occurrence in time is thought
to encode information solely by means of the instances in time (not by the shape of the stereotypic action
potential).

Input spike trains

Dendritid,) /' /" “Synapses
Branches,

Soma (cell body)

Summation of spike

Voltage [mV]
858o8 3

T Axon with -80c | | |
spike-generating zone 0 50 100 150 200 250 300

time [ms]

Figure 1: Left: Scheme of a neuron that receives many (10 — 10*) spike train inputs from other neurons
via synapses on the dendritic branches. If the input is sufficiently strong, an action potential or spike
is generated in the axon. Right: Voltage trace of a stochastic model neuron (Hodgkin-Huxley model)
showing randomly occurring action potentials due to the noisy synaptic input. Information is entirely
encoded in the spike train (red bars).

There are several internal and external sources of fluctuations that require a statistical description of
neural activity [2]. The generation and statistics of spike trains and their relation to sensory stimuli has
long been studied within the framework of stochastic dynamical systems and stochastic point processes.
The last decade has seen considerable progress in the analytical approaches to these models. I will
review some of them and discuss their limitations. Problems will include correlations in the sequence
of interspike intervals [3, 4, 5], spike train correlations induced by common noise [6], multiplicative shot
noise (conductance noise) in single neurons (7], and the role of synaptic plasticity in shaping neural signal
transfer [8].

2 Noise in intracellular transport

Self-propelled motion is a fascinating aspect of living systems. This motion can be observed on various
levels ranging from motion within single cells [12, 13] to swarming of flocks of animals. Simple phenomeno-
logical models help to understand the dynamics of self-propelled entities, their statistics and, possibly,
how their dynamics and statistics is related to their biological task (for instance, a reliable transport of

cargo for molecular motors or an optimized food search for the motion of animals). One class of models
successfully studied during the last 15 years are active Brownian particles [14, 15, 16]. I review analytical
results on the mean velocity and the diffusion coefficient of such models [17, 10, 11], present open prob-
lems regarding the diffusion of active particles in nonlinear spatial potentials, and try to illustrate how
these coarse grained models are related to more realistic microscopic models of self-propelled motion.
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Enhancement of sensitivity gain and frequency
tuning by coupling of active noisy hair bundles

Kai Dierkes, Benjamin Lindner, and Frank Jiilicher
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Numerical results performed on the basis of an existing model for noisy hair bundle dynamics suggest
that collective effects within arrays of coupled hair bundles could play a beneficial role in signal detection
by inner ear organs.

Hair bundles and signal tranduction

In all vertebrates the hair bundle constitutes the universal mechano-electrical transducer in both the
auditory and the vestibular system. In contrast to purely passive resonators hair bundles from the
sacculus of the bullfrog have been shown to possess the ability to amplify weak periodic stimuli by means
of an active process [1]. Spontaneous and evoked oscillations of single hair bundles in lower vertebrates
have been studied in order to probe the underlying mechanism. Recently, Nadrowski at al. [2] have
proposed a stochastic model for active hair bundle motility that very well captures the experimental
findings. They have shown that in order to faithfully describe the observed response characteristics of
hair bundles it is crucial to take into account the influence of noise stemming from various sources within
the system.

In vivo hair bundles in the sacculus of the bullfrog are attached to an overlying viscoelastic structure
that effectively mediates a coupling between them: the otolithic membrane. The same holds true for
the hair bundles of outer hair cells in the mammalian cochlea whose tips are connected to the overlying
tectorial membrane. We report on numerical results that suggest that collective effects in arrays of
coupled hair bundles could indeed lead to an increase in the quality of spontaneous oscillations, as well
as the enhancement of sensitivity gain and frequency tuning as compared to the performance of a single
hair bundle.

We are dealing with a set of strongly coupled noisy oscillators. A deeper theoretical insight into the
effects observed in our stochastic simulations could lead to a better understanding of the mechanisms
involved in signal detection by inner ear organs. However, the analytical treatment of our results is still
wanting.
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Can a microscopic stochastic model explain the
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Pain in animals, including humans, is triggered by the so-called nociceptors, sensory neurons that
react to potentially damaging stimulus. Analgesic drugs relieve the pain by acting on the peripheral
and central nervous system. Drug molecules binds in fact their target receptors and consequently induce
a cascade of reactions which eventually inhibits the pain perception. To elucidate the chemical and
molecular pathways that drive the aforementioned process would represent a crucial leap forward for
both applied and fundamental biomedical research.

Current mathematical models approach the problem via deterministic paradigms, thus neglecting the
crucial role which is certainly played by the noise, intrinsic to the phenomenon under scrutiny. These
aspects become particularly important when accounting for the presence of diverse chemical species, which
populate the stream flow in a spatially diffusive environment. Different chemical entities may compete
with the drug molecules and occupy the sites located in close vicinity of the receptors, thus effectively
hindering the binding event. Under specific conditions, such competition sustained by the stochastic
component of the dynamics result in large temporal oscillations for the amount of bound receptors, a
mechanism which could explain the emergence of macroscopic cycles for the sensation of pain in response
to medicament.

In this paper, we shall speculate on the above scenario by putting forward a network of chemical
reactions and performing a system-size expansion through the celebrated van Kampen theory [1]. This
enables us to derive a set of linear equations for the fluctuations, with coefficients related to the steady-
state concentrations predicted from the first-order theory (i.e. the deterministic rate equations). Solutions
are identified for which the deterministic steady-state occurs via damped oscillations: the inclusion of
second-order fluctuations leads then to the amplification of sustained oscillations. These conclusions are
discussed with reference to the existing medical literature.
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Is Complexity of Heart Rate Decreased or Increased
in Congestive Heart Failure
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Over the past decade, human heart rate research has attracted considerable interest in the physical
and biomedical science communities. Especially since the discovery of 1/f noise in human heart rate
more than two decades ago, it has become one of the 'benchmarks’ for studies of biological complexity.
Specifically, reduced variability and complexity of human heart rate in severe heart disease, including
congestive heart failure (CHF'), has become one of the key yardsticks by which new complexity measures
are validated [1, 2, 3, 4, 5, 6, 7, 8, 9]. Consideration of reduced variability in severe heart disease has
become one of the recommendations for the interpretation of HRV by the influential standardising work
[10], now registering 1,500 citations. Indeed, there is an emergent belief that the lower variability and
lower complexity of heart rate observed in CHF are associated with a higher risk of mortality, yet the
focus of attention of the past research on HRV complexity in CHF has been limited to CHF diagnosis
from HRV.

In our recent work, we counter this belief, showing on carefully prepared, high-quality data that not
a decrease but an increase in complex fluctuations of heart rate predicts mortality of patients suffering
from CHF. The increased variability and complexity of heart rate is reflected in the intermittent large
deviations, forming non-Gaussian ’fat’ tails in the probability density function of heart rate increments
and breaking the critical scale invariance observed in healthy heart rate [11, 12, 13]. We characterise
this intermittency using our novel methodology [11, 12, 13], stemming from the previous work on fully
developed turbulence [14, 15], of multiscale PDF evaluation, and multiscale evaluation of magnitude
correlations.

By examining a multiscale description of probability density function (PDF) of beat-to-beat fluctu-
ations of heart rate, or heart rate variability (HRV), we have found that congestive heart failure (CHF)
patients with intermittent and non-Gaussian HRV have higher mortality compared with patients with
reduced and less complex variability [16]. Such an increase in intermittent and non-Gaussian HRV is
also in stark contrast with the robust scale-invariance, i.e. scale-independence, of the multiscale PDF
of heart rate fluctuations observed in healthy individuals [12, 13]. Compared with healthy human HRV,
heart rate fluctuations in CHF patients, especially those in non-survivors during about four years of
the follow-up period, are characterised by a scale specific increase in non-Gaussianity in the short scale
(< 40 beats) [16]. Such non-Gaussianity is numerically captured using the ), index, where s denotes
scale, e.g. Aq9 probes non-Gaussianity at 40 beats. This A4 describes a tail of PDF for sums of s successive
interbeat intervals after detrending — filtering away a smooth, polynomial trend. A random or simply
periodic sequence within this scale would result in the successive sums having a Gaussian distribution,
due to a well-known statistics law called the central limit theorem. The existence of fatter tails of PDF
in non-survivors than in survivors thus suggests that the non-survivors have a larger number of episodes
with correlated tachycardia or bradycardia within this (time)scale.

This likely implies that the patients, particularly non-survivors, have a selective breakdown in the
short-term neural regulation of heart rate (e.g. baroreflexes). Indeed, insufficiency or instability in the
negative feedback control results in HRV dynamics with unresponsive quiescent phases characteristic of
cardiac congestion, interwoven with intermittent compensatory bursts. This view is further supported
by the fact that CHF is characterised by impaired or down-regulated baroreflex systems [17]. The
short-term non-Gaussianity index proposed (Kiyono et al [16]), possibly probing the existence of such
controller instability in intermittent, episodically large increments/decrements of heart rate, has become
a significant and independent risk stratifier for CHF mortality.

The concept of heteroscedasticity and intermittent dynamics and its implications for the complexity

of the systems under study has previously been addressed in such classical examples of complex dynamics
as turbulence, financial markets, solar activity or other physical, natural or man-made complex systems
displaying intermittent behaviour in time series from such phenomena. Our notion of complexity and
intermittency /heteroscedasticity stems from studies of (the physics of) such phenomena. In particular,
heteroscedasticity, i.e., temporal non-homogeneity of variance, observed in CHF patients at high risk
of mortality as a result of increased correlations in the system, is characterised by the breaking of the
functional PDF scalewise invariance which is observed in healthy subjects [1] and as such, implies breaking
the invariance - or symmetry - of the system under renormalization.

Such intermittent behaviour therefore suggests a more complex dynamics of the system under study
in terms of a generally recognised concept of complexity in statistical physics, referring to the compact-
ness of the description of the system. An example of a formal treatment is given in, e.g., Ref [18]. The
intuitive basis of ’complexity’ in such a description reflects 'the average amount of mathematical work
required to produce a fluctuation’. Stationary fluctuations require less mathematical work than inter-
mittent, heteroscedastic fluctuations, therefore a system producing such is a more complex one in our
interpretation.

Therefore, we expect that our findings will have consequences for the interpretability of the results from
the analysis of benchmark data such as the Physionet CHF database http://www.physionet.org. They
also shed light on stability properties of complex systems, as captured in the evaluation of intermittency
and clustering of non-Gaussian fluctuations through magnitude correlations. Finally, our findings are also
a demonstration that heart rate control remains a benchmark of biocomplexity. Indeed, future research
is required to provide insight into the intermittency and complexity increase/decrease controversy, and
further understanding of the neuro-physiological origins of heart rate intermittency.
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Intrinsic dynamics of heart regulatory systems: from
experiment to modelling
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The complexity of heart rate variability (HRV) presents a major challenge to the physics of living
systems. Heart rate represents the output of an integrative control system [1] that reacts to external and
internal perturbations and to regulatory antagonistic reflexes to produce the observed HRV. The control
system consists of a set of complex signaling networks distributed within the body and includes a rhythm
center in the brain [1]. Currently the complete structure of the control system is unknown and we can
characterize the system via HRV mainly, i.e. by solving the inverse problem: what kind of systems can
produce observed HRV?

Recently [2] we experimentally study the intrinsic dynamics of the heart regulatory system, i.e. dy-
namics in the absence of explicit perturbations by temporarily removing the continuing perturbations
caused by respiration. The experimental study leads to a number of new conclusions which are based on
analysis of RR-intervals within the framework of a random walk approach. It was shown that nonsta-
tionarity of HRV is observed on timescales of less than a minute, taking the form of free diffusion close
to classical Brownian motion, but with weak correlation, intermittent periodic oscillations and small
deviations from Gaussianity of an increments (of RR-intervals) distribution in the form of the stable
distribution.

Recalling that RR-intervals corresponds to time intervals between two activation events of neuron
cluster, i.e. passage times, and that without signals from the heart regulatory system, the cluster has
shown periodic self-oscillations, we are able to tackle the inverse problem: what are properties of the
control system to produce the described above statistics of RR-intervals and increments of RR-intervals.
This inverse problem is open now. Evidently non-Gaussianity of increments is most interesting property
that requests exploring even on level of phenomenological models of statistical physics.

In this contribution I am going to present experimental results, outline state-of-art understanding of
the heart regulatory system and sources of stochasticity in the system, and finally, formulate the inverse
problem mentioned above.
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On the Interaction Between Lossy Compression,
Randomness and Redundancy in Biological Neurons

Mark D. McDonnell* Pierre-Olivier Amblardfand Nigel G. Stocks?

Overview: Stochastic Pooling Networks

Two challenges are ubiquitous for many forms of signal and information processing tasks, whether in
biology, or artificial technology. These are (i) robustness to the effects of random noise, and (ii) extraction
of only the ‘information’ which is relevant for the task. The latter challenge can require the use of
lossy compression, where ‘information’ is intentionally discarded because the lost information is either
redundant or irrelevant.

Robustness to random noise is often achieved using a network or array of sensors. It is less obvious that
a network approach could lead to lossy compression. We are investigating a generic biologically inspired
information processing model in which noise reduction and lossy compression can be simultaneously
achieved. This model is called a stochastic pooling network (SPN) [1], and in this abstract we outline
some of the interesting unsolved questions about this model.

This work is motivated by two fundamental unsolved research questions we are addressing as part of
this research:

1. What mechanisms do biological neural systems use to compress information about external stimuli
at the sensory periphery?

2. Do unpredictable fluctuations in neural activity in sensory transduction processes contribute to
coding/compression effectiveness? If so, is this achieved in conjunction with redundancy?

A special case of an SPN is the model first discussed in [2] that was designed to encapsulate the most
important properties of a population of parallel sensory neurons. When this model was first considered
in [2], the context was that of Stochastic Resonance (SR) [3, 4]. The model of [2] exhibits SR in a much
more pronounced way than usual, in that ‘noise benefits’ occur for suprathreshold signals and very large
input SNRs. Due to this, the effect was labeled Suprathreshold Stochastic Resonance (SSR).

However, the general SPN defined here goes well beyond that original model, and has far broader
applications and interesting features beyond SSR. Our definition of an SPN requires the following three
features (which are certainly not restricted to neuron or simple comparator models):

e Non-identical random noise corrupts each node: each node in the network operates on noisy
versions of the same signal where no two noise sources can be perfectly correlated;

e Lossy compression in each node: each node in the network performs a lossy operation on its
inputs, so that each output has less possible states than its input;

e Node outputs are pooled; nodes are unlabeled: the outputs of each node in the network
are ‘pooled’ to form an overall network output, meaning that no labeling of the output of any
individual network node is allowed. The consequence of this is that the ‘pooling function’ cannot
assign weights to the responses from individual nodes, based on the characteristics of that node.

‘We emphasize the following in the above features: multiple noise sources, redundancy, lossy compression
and pooling of unlabeled measurements. The remainder of this abstract outlines some of the unsolved
problems about SPNs that we have encountered.
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Unsolved Questions on the Optimality of SPNs

The simple case of an SPN first discussed in [2] consists of identical binary nodes. If the restriction that
each node is identical is relaxed, then a natural question that arises is how to optimize the nodes at
a network level. Since the nodes are binary, this means optimizing N ‘threshold levels’ for an N-node
network. This problem has been solved numerically in [5]. However, the solution is far from intuitive.
A series of bifurcations occurs in the optimal levels as the noise intensity in the system decreases. The
end result is that the optimal levels cluster to fewer values when fluctuations are larger. In the absence
of fluctuations, the optimal levels are unique. This structure has not been explained, and yet we have
found similar structures occur in optimization of far more complex topologies, such as when each node is
a Poisson neuron. Further complicating the picture is that in some cases our optimality results indicate
removal of certain elements from the network completely is the best solution. There are also synergies
with problems of recent interest to the information theory community, where it has been proven that
information capacity can be achieved by signals which are discrete in nature, rather than continuous [6].
We are currently investigating the optimization of populations of sensory neurons in the SPN context,
and anticipate similar bifurcation structures in the solution.

Is the SPN framework applicable to more complex topologies?

A recent neuroscience study has suggested that populations of neurons need to be able to encode proba-
bility distributions [8]. Furthermore, in this paper the authors argue that the summation of the output of
two populations of neurons encoding information about one stimulus is Bayes optimal for the estimation
of the stimulus if the likelihood of the population is ‘Poisson-like’. ‘Poisson-like’ means that the likelihood
is an exponential family with linear sufficient statistics. SPNs with identical nodes that are all stochastic
neurons, such as Poisson neurons are in the class discussed in [8]. However, the situation is not clear if
the individual nodes are different. This raises the question of what changes when the geometry of the
network is changed: is the optimal ‘pooling function’ different when the nature of the nodes is changed?

Are SPNs Relevant to Modern Communications Technology?

Biology significantly outperform even state-of-the-art engineered systems at many tasks. There are many
success stories of bio-mimetic and bio-inspired technology and the potential for future innovations based
on improved understanding of biological mechanisms is vast. In particular, biological processes have
evolved over millions of years, and it is highly feasible that they are optimized for considerations such
as energy efficiency, simplicity, adaptability and robustness [7]. One obvious advantage that biology — at
least in the brain and nervous system — has over standard silicon based computation, is that of massive
parallelism. One way this might be utilized is through noise reduction via averaging effects obtained
from redundancy. While highly sophisticated forms of redundancy are used to achieve error correction
and communication at rates close to channel capacity, is it possible that biology can achieve fast rates of
communication through noisy channels, via parallel redundancy, such as is inherent to SPNs?
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Our aim is to understand if the intrinsic biological noise in the visual process provides noise-enhanced
processing. Indeed, many fluctuations affect the human visual process. In addition to the well known neural
variability, fluctuations affect the retina itself: (i) retina randomly sampled by the photoreceptors; (ii) rods
and cones, sensitive to different spectral band of the light, are randomly distributed [1]; (iii) the eyes are
subjected to perpetual random oscillations called tremor [2, 3]. The precise role of these fluctuations and
especially the saccades is still debated and investigated [4]. However, these random sources seem to be
fundamental in the visual process [2, 3, 4] since, for example, suppressing the eye tremor can lead to a fading
of vision [4]. Moreover, the tremor is often evoked in the hyperacuity of a sensor, i.e. its capability to
perform discrimination finer than its resolution [5]. Effects of noise-enhanced resolution of sensors raised up
to several engineering application such as contour detection tasks in image processing [6] or improvement of
the resolution of sensors [7].

In a previous work [8], we tried to answer the question using an elementary model of retina. Roughly
speaking, we showed that a given photoreceptor, at a given time, is able to acquire “information” that is
not on its visual field. However, both the model of retina and the measure of similarity considered are
elementary. Moreover the study did not precisely show if, as time goes on, the tremor allows the whole
ensemble of sensors to improve the information acquisition and if such an improvement is fundamental and
is at the origin of the hyperacuity phenomenon.

1 Previous works

In [8], we consider d-dimensional regular samplers, where the noise-free positions of the sensors z,, are
affected to spatial noise ve, of amplitude 7. In addition, vibrations 0€, of amplitude o shake the ensemble
of sensors. Finally we assumed the sensor to perform a linear spatial filtering of impulse response a~%ag(a.f)
where « tunes the resolution of the sensor. The d-dimensional scene S, acquired by the n-th sensor from
the scrutinized scene S is then modeled as

Sp(nt)= | S(@n+7en+ o€ +u) aag(u/a) du
R

Our investigation aimed at quantifying the information contained in the discrete-space acquisition S, about
the observed continuous-space scene S. Due to the different nature of S and S, and technical difficulties, we
restricted our measure of information to a local one: common information between the acquisition of sensor
n (noise-free position «,,) on point x,, +y of scene S (point at a distance y from x,,), at a fixed time ¢. Even
with these restrictions, to be able to quantify of possible noise-enhanced information acquisition, we simplify
further the study the a second order measure, namely a correlation coefficient C' between the acquisition of
a sensor and a given point of the image. Assuming the problem completely isotropic (statistics of the scene,
fluctuations and filter), we were able to express this correlation coefficient under a simple integral form.
Using specific model of scene, noise statistics, and spatial filter, we then showed the existence of an optimal
stochastic control: correlation coefficient C' is maximized for a non-zero noise amplitude (see fig. 1).

Figure 1: Typical shapes of |C| versus ¢ for a model of natural
scene, a realistic model of ap (with excitatory and inhibitory
parts) and a bounded tremor noise (Pearson type II), for sev-
eral resolutions « (different lines) and two different distances
between the noise free position @, of the sensor and point &, +y
of the scene acquired by the sensor (principal panel and inset).
Right: typical shape of the optimal noise magnitude versus ||y||.
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2 Open questions

Our previous work provided preliminary interpretations about the beneficial role fluctuations may have in
the visual process. Before any further neural processing, the first layer of the retina may use the fluctuations
to acquire information on a whole scene and not only on a set of discrete points of the scene. However it
does not really answer the question whether the noise play a role in the hyperacuity phenomenon, and it did

not show that the noise is more than helpful but fundamental in the visual process. To show that tremor
compensate a fading effect, time must be taken into account in the study. Furthermore, since the roles of
spatial noise and temporal noise are symmetric in our model, the same noise-enhanced behavior occurs when
considered versus the spatial noise amplitude. Random sampling is known since many years for its property
of alias free sampling [9]: under specific spatial noise, in (ensemble) average random sampling allows to
reduce the aliasing effect compared to regular sampling. With this point of view, the tremor can also be
viewed as a way to perform an ensemble average (or mathematical expectation) via a time-average. This
interpretation may link the statistics of the random sampling and that of the tremor, as tentatively done in
[2]. But to validate this claim, again, time-processing must be taken into account in our previous study (e.g.
via the spatiotemporal filtering made by the photoreceptors, more likely than only a spatial filtering).

Furthermore, we concentrate here on a second order measure to quantify the information acquired by the
sensors. A mutual information rate (both in time and space) in the sense of Shannon or Rényi [10] should
be preferred, to take into account in some sense the whole statistics of the scene and of the fluctuations.
Indeed, two variables can be uncorrelated while sharing information But using such a measure is not an
casy task. As an example, let us write the Shannon mutual information between S,(n,t) and S(z, + y),
i.e. I(S(xn +y);Sr(n,t) = H(S(xn +y)) + H(Sr(n,t)) — H(S(xn +y), Sr(n,t)) and assume that S is a
Gaussian process of variance 0%. The Shannon entropy H(S(z, +y)) has the explicit form H(S(z, +y)) =
% log(2mea?) [10]. S, (z,,t) has a Gaussian distribution since, conditionally to the fluctuations, it is Gaussian.
Its variance, and hence its entropy, can easily be evaluated; The difficulty lies in the joint entropy. Indeed,
the probability density function of couple (S(z,, + vy), Sr(n,t)) is no longer Gaussian. This probability
density function is a mixture of Gaussian: when conditioned to the fluctuations, the probability density
function is Gaussian but of covariance matrix depending on the fluctuations, e.g.

B[S +u)Silnol, o] = [ Rsty - 160 - o€, - watwiu

Hence, the joint entropy cannot be explicitly evaluated. Even numerically the problem remains difficult.
The technical difficulties raise up when, in addition, we would like to take into account a whole scene and all
the photoreceptors. The entropy of the continuous-space Gaussian process S can be evaluated [10], but that
of S, is not calculable since the whole vector S, is no longer Gaussian but is a mixture of Gaussian. Taking
into account the whole map of sensors is crucial since, for a fixed magnitude of the eye tremor, a given
photoreceptor can gain information on certain areas of the image, while it can lose information on other
parts. But in parallel, other photoreceptors can capture information the first one is not able to. Moreover,
in the brain the information acquired by a layer of neurons is merged and treated to be sent to the the next
layer of neurons (e.g. from the photoreceptors up to the optical nerve). Such a posterior processing has to
be taken into account.

These steps may help us to quantify how beneficial can by the noise in term of information acquisition
and processing. But this model must be used, as an example, in a discrimination task, to clearly show
whether the noise provide hyperacuity phenomenon or not.
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Introduction

The response of a statistical system of neuro-physiological interest to an external perturbation is a problem
of fundamental importance in physics, insofar as the perturbation is a probe, the response to which brings
information on the physical nature of the system under study. The remarkable work done by Moss and
coworkers [1, 2] in the understanding of the neuron dynamics is a seminal work that triggered much
interest. These authors investigated the effect of an external harmonic perturbation on the dynamics of a
neuron firing process. The main effect found by these authors was a reordering of the time distances, or
Waiting Times (WT), between two successive firing events. This is found by evaluating the hystogram of
perturbed WTs, resulting in a sequel of equally spaced peaks, whose intensity decays with an exponential
envelope. The time interval between two consecutive peaks is equal to the perturbation period.

As a general result, the exponential envelope is a typical structure arising in the WT hystogram as the
response, to a harmonic signal, of a dynamical system with Poisson statistics of the unperturbed firing
events, associated with a pure exponential decay in the unperturbed WT hystogram [3]. In fact, the
authors of Refs. [1, 2] found this result using a model describing the motion of a particle in a double-well
potential, in presence of a white noise and a harmonic signal. This model, which is also a basic model in
the research field of stochastic resonance, is in agreement with Poisson statistics of the firing events, here
identified as the jumps between the potential wells.

A crucial point is that the exponential envelope is displayed also by several (perturbed) neural models,
such as the Hodgkin-Huxley model [4, 5], but the unperturbed firing events in some of these models
do not follow a Poisson statistics. As an example, the authors of Ref. [6] reveal the emergence of an
anomalous scaling in the Hodgkin-Huxley model, which is a condition incompatible with Poisson statistics,
typically associated with ordinary scaling (i.e., ordinary Brownian motion). This result confirms that
Non-Poisson systems (i.e., systems with Non-Poisson statistics of the unperturbed firing events) can
display the Poisson-like structure identified by the exponential envelope of Refs. [1, 2, 3]. Further,
according to some neuro-physiologists, neurons are renewal [7] and Non-Poisson processes [8], i.e., the
WTs are mutually independent random variables with non-exponential decay of the hystogram [9].

Aims and results

From the above discussions, it is clear that the transition to a Poisson-like behaviour must be related
to the way the unperturbed Non-Poisson system interacts with the external perturbation. However, a
general explanation and a quantitative description of this transition is still lacking.

The main aim of this work is to shed light into this issue. To this goal, we make the assumption,
supported by the results of Refs. [7, 8], that the WT sequence, generated by the neuron firing process, is
described by a renewal Non-Poisson process. In particular, the unperturbed WT hystogram is given by
the following class of Pareto-Nutting power-law densities:

Ho—1

T
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(1) = (o — 1)

with p10 > 1. The time scale Ty defines the transition to the long-time limit, where the inverse power-law
1/7#° appears. The power index p signals the specificity of the cooperative properties that establish the
complex nature of the neuron firing process. The parameters po and Tp afford complete information about
the unperturbed system dynamics. Other parameters, characterizing the external perturbing signal, are
the time period T, and the intensity € of the perturbation itself. The ratio between the time period T,
and the internal time T} is a crucial quantity allowing to establish if the perturbation is slow or fast
with respect to the system. Depending on the particular kind of external signal, the perturbation can
affect T, p1o or both of them, and turning them into time dependent parameters 7'(t) and pu(t). We use
different models generating WT sequences distributed according to Eq. (1) and satisfying the renewal
condition and we investigate the effect of an external harmonic signal, affecting Ty or pg.

We will show some results on the different qualitative behaviours of the perturbed system in the
different regions of the parameter space, finding under which conditions the system displays the emergence
of a Poisson-like behaviour. To this goal, we evaluate the WT hystogram and we perform the Diffusion
Entropy (DE) analysis [10] to reveal the diffusion scaling. We recall that an anomalous scaling is a
signature of the Non-Poisson nature of the system under study, whereas normal scaling signals a Poisson
behaviour. As an example, in Fig. 1 it is reported the WT hystogram of a renewal Non-Poisson model,
affected by a strong and fast harmonic perturbation, displaying the typical Poisson-like structure given
by the exponential envelope of the maxima.
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Figure 1: Histogram of perturbed Waiting Times. The dashed line is the exponential envelope of the
maxima.
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zone. It is an open question whether the model of coupled Goodwin oscillators can be improved to
include these additional dynamics. Maybe genetic noise or a certain distribution of the eigen-frequencies
of the coupled oscillators can render the bistability in the phase distribution.

Noise-induced rhythmicity in an ensemble of
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The circadian rhythm is one of the most dominant and precise rhythm in living organisms, and
pervades the whole organism from the level of the proteins to the activity of the whole body and its inter-
action with the environment. Normally, the circadian clock is controlled by a periodic and very reliable
external light-dark cycle to which it is phase-locked. In mammals the circadian pacemaker is located
in the suprachiasmatic nucleus of the hypothalamus and consists of two paired nuclei, each containing
~ 10,000 neurons, each of which is controlled by a genetic clock circuit. The circadian genetic clock is
not a passive element driven by the external day-light cycle, but rather an autonomous oscillator, which
produces precise self-sustained oscillations even in constant darkness. The circadian clock undergoes a
transition from the rhythmic regime to an arrhythmic behaviour without any clear rhythm in the global
activity at high and constant light.

We model the circadian pacemaker on the genetic level. The genetic dynamics in each neuron were
described by non-identical Goodwin oscillators and we assume a cell-to-cell communication by neuro-
transmitters [1]. The Goodwin oscillator describes the interplay amongst the clock mRNA, the clock
protein, and the transcriptional inhibitor. All the genetic oscillators contribute to the so called overt
rhythm that can be e.g. the motor activity or the body temperature. The genetic oscillators are not
affected by the light directly and remain in the self-oscillatory regime in the arrhythmic state where there
is no overt rhythm [2]. The dynamics of a single cell is influenced by intercellular coupling. According
to ref. [3] we assume an effect of the light intensity on the coupling strength in such a way that increas-
ing light reduces the coupling. The different eigen-frequencies of the non-identical Goodwin oscillators
cause a de-synchronisation in the uncoupled or weakly case. The overt-rhythm undergoes a transition
from self-oscillations to a steady state for increasing light whereas the individual non-identical genetic
oscillators preserve their self-oscillations for all light conditions. The de-synchronisation amongst them
for large light levels leads to reduced or vanishing self-oscillations of the overt rhythm.

We are interested in constructive effects of noise in the environmental light on the circadian overt rhythm.
We found a noise induced overt rhythm generation for constant light intensities, which normally evoke an
arrhythmic response in the noise-free case. The noise has a resonance-like influence on the overt rhythm,
with a clear maximum at an optimal noise intensity. Due to the absence of any external pacemaker
or periodic signal, because we are working under constant light conditions, the resonance found in the
overt rhythm versus the noise intensity is a kind of Coherence Resonance (CR) [4]. The resonance can be
observed only in the overt rhythm and not at the level of the individual oscillators, hence we found a joint
effect of noise, coupling and the synchronisation amongst the oscillators. Noteworthy, the noise-induced
rhythm generation only needs a very small synchronisation level.

Recent experiments gave the hint, that the overt rhythm not only shows a simple transition between
rhythmicity and arrhythmicity, but behaves like a bistable system with a hysteresis in the transition
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We present experimental measurements of the mechanical unzipping of double-stranded DNA using
dual counter-propagating optical tweezers. A fragment of 2252 base pairs of A-DNA ending in a loop is
unzipped by pulling apart the handles attached to each strand of the DNA [1]. These two handles are
short dsDNA oligos (27 bps) labeled at one end so that they can be attached to coated beads. One bead is
fixed at the tip of a micropipette and the other one is held in an optical trap so that forces can be applied
to the molecule (see figure 1a). The instrument measures forces in the range of piconewtons (0.01-80 pN)
and extensions in the range of nanometers to microns with a resolution of 3 A. Figure 1b shows a typical
force vs. extension curve (FEC) obtained from one DNA pulling experiment. As the two strands of DNA
are pulled apart, the reading of the force shows a pattern that looks like a sawtooth. The slopes of the
sawtooth show the elastic response of the ssDNA released by unzipping (rezipping) and the steps of the
sawtooth correspond to the opening (closing) of groups of base pairs. At low pulling rates (25 nm/s), the
process of unzipping is nearly quasistatic and the curves of unzipping and rezipping almost overlap. We
perform all the experiments at this pulling regime so that we can use thermodynamical models of DNA
duplex formation.
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Figure 1: a. Experimental setup (not to scale). b. Force vs. extension curves. At low pulling rates (25 nm/s), unzipping
and rezipping curves almost overlap due to the quasistatic pulling process.

Raw data obtained from the experiment is quite noisy due to thermal fluctuations of the bead in the
trap, the dsDNA handles and the breathing of base pairs. Despite the noise, some thermodynamical
properties of DNA can be inferred using polymer theory and statistical techniques. The mechanism of
opening of base pairs can also be characterized by treating correctly the raw data. We have observed that

the separation of the double helix is composed of a series of avalanches (see figure 2) that sequentially
open different number of base pairs along the molecule. We are capable of identifying avalanches of size
greater than 10 base pairs. We test the nearest-neighbor (NN) model of nucleic acids [1] and provide
accurate values for the stacking energies of the bases that have been previously estimated by calorimetric
techniques [2]. Two other sequences that have been analyzed confirm our results.
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Figure 2: Avalanche analysis. a. From the experimental data we determine the most probable number of open base pairs
of the molecule along the sequence. b. Histogram of open basepairs. ¢. Each peak of the histogram can be fit to a Gaussian
profile. The distance between two peaks represents an opening avalanche. d. This method detects intermediate states with
a different number of open base pairs

Because the pattern of the FEC is entirely characteristic of the DNA sequence that is pulled, un-
zipping by force provides a way to infer the sequence of the molecule from the force-extension data.
Statistical inference of DNA sequences from unzipping data poses formidable and exciting experimental
and theoretical challenges where information about the primary nucleotide sequence has to be extracted
from highly noisy data due to thermal fluctuations. Experiments and the corresponding data analysis
currently allow us to detect avalanche sizes down to 10 base pairs.

The improvement in both experiment and theory might help us to infer the DNA sequence from un-
zipping data.
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The predictability of the brain magnetism is discussed based on the analysis of the data at different
consciousness states with nonlinear methods. External reading of the mental activity is concerned.

1 Measurement of brain magnetism

The brain magnetism for some human consciousness states was measured with a magnetoencephalogram
(MEG, Neuromag-122TM 4-D Neuroimaging Ltd, Finland) at Kansai Center, Institute for Human Science
and Biomedical Engineering, National Institute of Advanced Industrial Science and Technology (AIST),
Tkeda, Osaka. The system covers 61 locations of the measurement over full human scalp, each location
with 2 channels (planer-differential coils) for measureing the orthogonal magnetic fields which is caused
by the synaptic electric currents in the cerebral cortex. The system detects a few femtotesla (1071°T)
of the magnetism as small as 107! times of the geomagnetism. The noise level of the system was 2
femtotesla. The measurements were done for some subjects in the magnetic shield room by the different
consciousness states of eyes closed at rest, eyes opened at mental count and eyes opened at rest, every
time for more than three minutes at the sampling rate of 2.5 milliseconds.

2 Analysis methods and results

There are frequency bands of rhythms, defined as 6 (0.5 ~ 4Hz), 6 (4 ~ 8Hz), o (8 ~ 13Hz), 5(13 ~
35Hz) and 7 (35 ~ 100 Hz), associated with each role activities in the brain global and local circuits.
The frequency bands change according to the state, degree and kind of the consciousness. The alpha
rhythm, though not fully understood even up to now[1], is the activity usually appears on the occipital
lobe in the resting state with eyes closed for most of the subjects. It seems to be caused by a stochastic
resonance of dynamical random oscillations in a group of the circuits. The other bands might act in a
manner similar to the alpha rhythm in the different scales and roles of related circuits. In the first place,
we analysed the alpha rhythm in the following methods. Take a time series data of an occipital channel:
y(1),y(2),y(3),...,y(n). The nature of the system in which the series data is generated is analysed
by reconstructing the time series in the form of vector v(t) = (y(t),y(t+7),...,y(t + (m —1)7)) in
the m—th embedding dimension, with ¢ the discrete time and 7 the properly chosen time lag,[2] by
computing the correlation probability C,,(r), with I(-) the Heaviside’s function, and by estimating the
Kolmogorov-Sinai entropy Ko in the following formula, with D5 the correlation dimension; [2, 3, 4]

1 N

N(N-1) i,.%,'l (r—v(i) =v(j)]) p = D2lnr — mKo,.

InCy,(r) =In

In Fig.1 is given a result of the correlation dimension analysis of the alpha rhythm for a young male

in normal health, in which the result of Judd method assures justification of the result of the dimension
where the small number of data (about 10%) was used[2]. From Fig.1 the correlation dimension Dy was
estimated to be 3 < Dy < 4 for the clipped alpha rhythm of 2.5 sec [5]. In Fig.2 are given some results
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Figure 2: K-S entropy changing with Inr for the

10 clipped alpha rhythms of 2.5 seconds measured
simultaneously at several channels on the occip-
ital lobe. sampling rate: 2.5ms. 7=6 (15ms),
subject: y.i. 23 y.o. normal health male. Cal-
culated by the recurrent plots method[4].
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Figure 1: Correlation dimension calcu-
lated by G-P method (-) and by Judd
method (|) for the alpha rhythm, 2.5sec.

of the K-S entropy for the alpha rhythm. As the amplitude scale decreases from Inr =3 (r ~ 20fT)
the entropy begins to increase at Inr =2 (r = 7{T) after passing the narrow plateau region of Inr; the
7 {T should be the noise level for the system of alpha rhythm, while the 20 fT may be related to the
system’s dynamics if a bit problem in the calculation process is permitted. To have an image of the
dynamics, the map function f,:@(t) — x441 where (t) =v(t) € R™ and z441 =y (t+ (m—1)7+1)€R
with m = 4, the optimum embedding dimension, was solved from the data by using the radial basis
function network (RBF-net). A sample of the solved map is shown in Fig.3 [6]. A result was that the
alpha rhythm of 2.5 sec was unpredictable, while the alpha rhysm of 250 ms was made sure predictable
on an optimum RBF condition by more than the probability 0.8 at 100 ms in the inexperienced range.
That the behavior is chaotic or not is yet uncertain because the map for 2.5 sec fluctuates. The magnetic
vectors at 61 locations, each composed of the outputs of 2 channels, made patterns different according to
the consciousness state by successive instants. The global behaviour of the vectors will be also discussed.
This work is partially supported by MEXT Grant-in-Aid for Scientific Research (C), 18500163.
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In the retina of vertebrates, the rod outer segment (ROS) is an elongated cylinder containing a
stack of membraneous flat cilinders, called discs. The discs host, among other chemical species, the
photopigment Rhodopsin. The spaces between the discs, and between the stack and the lateral boundary
of the cylinder, are occupied by cytosol, and available for diffusion of Calcium ions Ca?* and cyclic
guanosine monophosphate cGMP.

In the phototransduction cascade, a photon activates a molecule of Rhodopsin, denoted by R*, ini-
tiating a process which eventually leads to the transmission of an electrical signal to the optical nerve.
As long as R* stays active, it maintains a mechanism of depletion of the concentration of cGMP in the
cytosol, causing the closure of cGMP-gated ionic channels permeable to Ca?t on the outer cell membrane.
This causes a drop in the electrical transmembrane potential, and the signal to the nerve (see e.g., [3]).

It is remarkable that one photon can elicit an appretiable electric response from the ROS (known as
Single Photon Response, or SPR). While the activation mechanism is highly random the final photocur-
rent is reproduced with high fidelity, as required by the visual system. The fact that the SPR is less
random than one could expect is a major problem in understanding phototransduction.

In this presentation we address the problem of estimating quantitatively the relative significance of
the different sources of variability, and, on the other hand, of the different processes which enhance
reproducibility of the SPR.

We have identified some key components of variability, and some key mechanisms of variability sup-
pression. We investigate their relevance and mutual influence numerically and analytically, by making
use of several variations of the matematical model [1, 2], where we take into account one (or more) of the
different mechanisms sketched below.

Sources of variability

e The main source of variability is the random lifetime of the activated molecule of rhodopsin (see
[3]): a longer lifetime, in principle, draws a stronger response. In fact, the activated R* is shut off
by binding to a molecule of Arrestin, that is by an inherently stochastic process.

e Other possible sources are: the random position of the activated pigment molecule; the random
motion of this molecule on the disc. These turn out to be in practice negligible in the case of the
Mouse rod, owing to its geometry (the ROS is very thin).

Suppression of variability

However, the coefficient of variation (CV) of the SPR is considerably lower than the CV in an exponen-
tially distributed random process (i.e., CV = 1). Depending on the way it is measured, the experimentally
determined values are reported in the range 0.2-0.4.

e The activated photopigment molecule in fact undergoes a somewhat more complex process than
a one-step abrupt shut off: it is progressively deactivated by repeated bindings with rhodopsin
kinase, and finally quenched by Arrestin. Clearly, this multistep mechanism allows for a reduction
of variability, as proposed in [5].

e A phenomenon of saturation taking place on the disc itself has also been proposed as the cause of
reduced variability, see [4].

‘We examine also other factors of suppression of variability, taking place in the cytosol compartment
of the cascade:

e The fact that Ca?* and cGMP diffuse in the cytosol with finite diffusivity may cause a saturation
effect preventing exceptionally long living R* from depleting a too large amount of cGMP.

o The decrease in Ca’?* causes by a feedback effect an increase in ¢cGMP. This translates into a
typically second-order damping phenomenon, which also reduces variability.

e Finally, the nonlinearity of the phenomenon also influences variability. Nonlinear constitutive func-
tions appear in the model in the standard form of Michaelis-Menten and Hill kinetics.
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Crackling Noise, Glassiness, and Disorder Induced
Critical Scaling In and Out of Equilibrium: are they
the same ?

Karin Dahmen and Yang Liu
Department of Physics
1110 West Green St.
Urbana, IL 61801-3080
U.S.A.

‘We plan to discuss open questions on the relation between crackling noise and glassiness. Glasses are
stuck in metastable states; crackling noise results from transitions between metastable states triggered
by a slowly changing driving force. Are the metastable states in both cases the same, or are the typical
thermal metastable states different from those sampled by transitions in a slowly forced system 7 We
show that for the random-field Ising model, the two types of states are governed by the same universal
fixed point — at least near the transition where the correlation lengths diverge. Open questions motivated
by these results and implications for a number of different physical systems are discussed.
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Temporal avalanche correlations in crackling noise

Lasse Laurson and Mikko J. Alava
Laboratory of Physics, Helsinki University of Technology ,
FIN-02015 HUT, Finland

In systems exhibiting an intermittent, avalanche-like “crackling noise” response to slow external driv-
ing, a typical feature is the presence of complex temporal correlations in the bursty activity time series.
These can be classified into two categories according to the time scales involved: Short time (or high
frequency) correlations arising from the dynamics within individual avalanches, and correlations between
different avalanches, visible in longer time (and lower frequency) scales. Thanks to recent advances [1],
the former can now be understood by a relation between avalanche statistics and the scaling of the high
frequency part of the power spectrum. In addition to the case of Barkhausen noise as originally pro-
posed in Ref. [1], this relation appears to be valid in a number of slowly driven non-equilibrium systems
ranging from sandpile models of self-organized criticality [2] to avalanches of plastic activity in a simple
dislocation dynamics model [3] to fluctuations in fluid invasion into disordered media [4].

The latter case, correlations between different avalanches, is a less well understood phenomenon.
In experiments, one typically observes that apparently distinct avalanches are correlated in time, as
evidenced e.g. by correlation integral analysis of the avalanche initiation times, or by studies of the
waiting times between consecutive avalanches. The origin of these correlations is usually not clear. We
discuss some of the possible mechnanisms leading to such correlations.
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The most remarkable result of our study is thatr@ep tests, the distribution of time intervalsassn
acoustic events and the time evolution of the eatevhich events occur have universal features whi
properly rescaled by taking into account the timél imacroscopic rupture, or lifetime, of the samprhis
means that it is possible to relate the lifetime¢hwihe dynamical properties of the rupture preasso

Experimental StUdy of cr ackling noise: conditionson power - However, it remains unclear if such a connection ba extended or not to the case of more compli
|aW 3:3.' I ng cor reI ated to fr acture precur Sors loading conditions, as usually obtained in pratsiaations.

S.Deschanel, N.Godin, G.Vigier References
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[3] C. Maes, et alPhys Rev B 57, pp. 4987-4990 (1998).
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Physics Laboratory, CNRS UMR 672, Ecole NormalpéSieure de Lyon,

46 Allée d'ltalie, 69364 Lyon cedex 07 [5] S. Deschanel, et alnternational Journal of Fracture 140, pp. 87—98 (2006).

Crackling noise has been defined as a series ofetiésevents that are widely distributed in siza as
consequence of the material disorder. Common exasgk earthquakes, Barkhausen noise, vortex mot
in superconductors, sounds emitted during mariensiénsformation or during paper crumplinghe
rupture dynamics of heterogeneous materials usiralblves many rupture events at a microscale dhat
precursors of the macroscopic failure. These pserargenerate ultrasonic elastic wave trains call
acoustic emissions (A.E) that are characterizegdawyer law distributions and thus presents the ggne
features of crackling noise. The scaling laws’ engrds associated to fracture precursors are mlater
dependent, although the range of values is somawhiicted, typically between 1.3 and 2 [1-5].

In order to shed some light on the parameterseéntting the value of the power law exponent, w
have probed in Polyurethane (PU) foams (simpleeeits polymer foams composed of a singl
constituent), the influence of test conditions, hatcal properties and morphology on the probabilit
distributions of the released A.E energy and ofetlag@sed time between two acoustic events. Twdrigad
modes, tensile and creep tests, were comparedniEobanical properties were altered from ductile t
brittle behaviour by changing temperature over dewiange (from -65° C to 50°C). The morphology wa
changed through the elaboration of the materialgibing the amount of voids in the foam, thus cliagg
the material density and degree of heterogeneity.

We have found that the probability distributionsesfergy are power-law distributed with a stabl
exponent value, independently of the material dgnsie loading mode or the mechanical behaviot
Therefore, we ascertained experimental evidencassttale invariance in energy is a robust propefity
microfracturing processes. Nevertheless, the existof a power-law for time intervals between esen
seems to require a quasi constant stress duringgiag Indeed, such a power-law was observed wh
A.E occurred either during the plastic stress platfor tensile tests at a temperature greater-t@iC or
for creep tests at any temperaturg®reover, we highlighted that the time evolutiontbé normalized
cumulative number of events and cumulative enefghelocalized events varies with temperatureni t
case of tensile tests, but not in the case of ciestp

The fact that the A.E energy released has an mviapower-law distribution is an important property
that is still in need of a full theoretical expléina. Alternatively, our experiments give some indicasion
that could help to understand the time evolutiomhef rupture precursors. In the case of creep vestse
an imposed constant force is applied, the mateenldeform freely. In the case of tensile testseway
there is a competition between the relaxation tismgactrum of the polymer and the characteristi@ tin
imposed by the applied constant strain.r&iace the relaxation times of the polymer beconrg lzge at
temperatures well below the glass transition, sucbhmpetition might be at the origin of the diffece in
behaviour at low temperature between creep anddeasts.
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Crackling noise in fatigue fracture
of heterogeneous materials
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60451-970 Fortaleza, Ceara, Brazil

1 Motivations

It has long been recognized by industry that structural components exposed to periodic loading can fail
after a certain number of cycles even if the load amplitude is much below the safety limit. In the everyday
life the mysterious sudden breakdown of car or kitchen equipment is a similar experience. The material
seems to get tired due to the long time usage and therefore the phenomenon is called ”fatigue”. This
sub-critical failure typically occurs unexpectedly and has been responsible for a large number of airplane
and railway crashes with considerable human loss. The most striking quantitative feature of fatigue
fracture is expressed by the classical empirical Basquin law, which states that the lifetime decreases as
a power law of the load amplitude. On the microlevel, the fatigue fracture of heterogeneous materials
is accompanied by crackling noise due to the nucleating and growing cracks, which can be monitored
experimentally by the acoustic emission technique and by direct optical observations.

2 Results

In order to understand the origin of Basquin’s law and its relation to the underlying jerky fracture process,
we worked out a theoretical approach for the fatigue fracture of disordered materials which provides a
direct connection between the microscopic fracture mechanisms and the macroscopic time evolution of
fatigue. Our approach is based on the classical fiber bundle model which is extended to capture the
relevant mechanisms of fatigue [1, 2]. In the model, material elements fail either due to immediate
breaking or undergo a damage accumulating ageing process. The accumulated damage ¢(t) up to time
t ,
t is obtained by integrating over the entire loading history of the specimen ¢(t) = a fe’@p(t’ )Ydt',
0

where a > 0 is a scale parameter, while the exponent v > 0 controls the rate of damage accumulation.
Since load redistribution and immediate breaking occur on a much shorter time scale than damage
accumulation, the entire fatigue process can be viewed on the microlevel as a jerky sequence of bursts of
immediate breakings triggered by a series of damage events happening during waiting times T, i.e., the
time intervals between the bursts. The microscopic failure process is characterized by the size distribution
of bursts P(A), damage sequences P(A,), and by the distribution of waiting times P(T).

We show by analytic calculations and computer simulations that the size distribution of damage
sequences P(Ay) and of the waiting times P(7T") have a universal power law behavior

P(Ag) ~ A7 exp (=Ad/ (Ag)), P(T) ~ T exp (=T/(T)), 1

where dependence on the external load amplitude ¢ only occurs in the average values (Ag) ~ oy S
and (T) ~ U(;(HW). The size distribution of bursts P(A) have a similar behavior to the one observed
in quasi-static fracture, i.e. a power law distribution of burst sizes emerges whose exponent shows a
crossover to a lower value when the external load approaches the fracture strength of the material [2].

25 T T T T T

Burst size

Waiting time

Figure 1: On the micro-scale, fatigue fracture of disordered materials proceeds in bursts triggered by
damage sequences. Due to the quenched disorder, the size of bursts A and of damage sequences Ay,
furthermore, the waiting times T' between bursts have strong fluctuations. The figure shows the jerky
breaking sequence of a specimen at the load amplitude o¢/c. = 0.5, where o, denotes the fracture
strength.

Astonishingly, the macroscopic Basquin law appears to be the fingerprint of this scale-free microscopic
bursting activity, where material dependence enters only through the specific damage accumulation mech-
anism. When micro-cracks can heal leading to damage recovery, we found that a threshold load (fatigue
limit) emerges below which only partial failure occurs and the material has an infinite lifetime [2]. Based
on the model calculations, we propose a generic scaling form for the macroscopic deformation obtained
at different load amplitudes, and show that at the fatigue limit the system undergoes a continuous phase
transition when changing the external load. Our work opens up new experimental challenges [2].
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Self-similar dynamical structure in catastrophic
events and written texts

Alvaro Corral
Centre de Recerca Matematica, Edifici Cc, Campus UAB Bellaterra,
E-08193 Cerdanyola (Barcelona), Spain

Crackling noise is usually defined through the statistics of the size of the response events that a
nonlinear system develops when it is slowly driven — the so famous power-law distribution of avalanche
sizes [1, 2]. Less attention has been paid to the dynamical structure that all these events define in time;
however, recent research has unveiled a complex, self-similar hierarchy of waiting times, far from the
trivial Poisson behavior expected previously for some of these systems. The distributions of waiting times
between these events verify a scaling law for different event sizes, which can be viewed as equivalent to
the invariance of the system under a renormalization-group transformation, analogous to the Ising model
in its critical point [3]. Further, this is linked in a fundamental way with the existence of correlations in
the process, probably long-range correlations.

We briefly review results obtained from observational or experimental data on diverse systems, includ-
ing earthquakes [4], fractures [5, 6], extreme-climatic-event records [7], solar flares [8], forest fires [9], and
financial indices [10]. In the case of the fracture-earthquake system the same scaling law is surprisingly
valid from nanofractures to very large earthquakes, covering more than 30 orders of magnitude in the
range of energies (sizes) for its validity. Further, the dynamics of this system is strikingly similar to the
spatial structure of written texts, which has been tested in English, French, Spanish, and Finnish.
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Dislocation avalanches and the intermittency of
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While plastic deformation of crystalline solids is traditionally viewed as a smooth and homogeneous
process, recent experimental and theoretical studies have demonstrated the presence of large intrinsic
spatio-temporal fluctuations with scale invariant characteristics. In time, plastic deformation proceeds
through intermittent bursts, associated with collective dislocation avalanches, with power law size distri-
butions. In space, deformation patterns and deformation induced surface morphology are characterized
by long range correlations and self similarity. This scale invariant behavior is usually discussed in terms
of a robust scaling associated with a non-equilibrium critical point, the yielding transition [1].

In the presentation the authors will briefly review the existing experimental and theoretical knowledge
on scale free strain burst statistics and self similar surface patterns. Special focus will be given to recent
three-dimensional simulations [2] and experiments [3, 4] on the quasi-static deformation of single crystals
which helped to i) clarify the nontrivial dependence of strain burst size distributions on crystal size due
to the lamellar character of dislocation avalanches and ii) provided strong evidence about the universal
intermittency of plastic deformation and the universality of strain burst size statistics.

Despite the above great leaps forward, several fundamental questions on intermittent crystal plasticity
are still unsolved. For instance, the relation between the strain bursts in microcrystal deformation [3] and
the crackling noise in acoustic emission experiments [4] still needs clarification. The relations between
strain bursts and the size effects in the yield strength of metallic microcrystals [5] is also still unclear,
just like the complex interactions between dislocation avalanches and other crystal defects, most notably
grain boundaries [6].
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Crackling noise and universality in fracture systems
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ABSTRACT

Crackling noise arises when a system responds aogitg external conditions through discrete
impulsive events whose sizes are distribute acogrth a power law. Besides phenomena in condenst
matter physics (as the motion of domain walls ift B@mgnetic materials), also fracture phenomenabitxh
crackling noise: let us think of the well-known @nberg-Richter (GR) relation, which is a power lav
formed by plotting the number of rupture eventsfaa function of their size, spanning from the rogmale
(acoustic emissions) [1] to the geological scatetteuakes) [2, 3]. The fact that fracture systearsshare
the same behaviour over many decades of sizeléslaativersality [4, 5].

Along the lines of recent works of Bak et al. [BaCorral [7], we focus on the scale invariancthi:
timing of earthquakes, examining the statisticaltribution of the interoccurrence timesetween the
earthquakes occurred in Italy during the period4t2802, which obeys a scaling law:

D(r;M)=R(M)f(R(M)r) ()

whereD is the probability density af M is the minimum magnitude consider&M ) O 10™ given
by the GR relation is the mean seismic rate,fas@ scaling function.
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Fig. 1. Left: Probability densities of recurrendmds of Italian earthquakes with magnitugdeM
during the period 1984-2002, fdf ranging from 2.5 to 5. Right: The same distribnsigescaled by its
mean seismic rate. The data collapse is the sighafuthe scaling law. The fitting function is teealing
functionf in Eq. (1).D(z) is D(r; M) andR is R(M).

As shown in Fig. 1, we obtain a good data collaped the scaling function turns out to be
decreasing power law over four decades of timesgreement with the results obtained by Corra
However, the exponents describing the power-lavagl@t the two studies are different. In fact, thalig
function derived from our analysis:

()0 (Re) 00 RS, )

gives-0.6 for the exponent, while Corral obtain8.3. This is a surprising result, since the scalin
function proposed by Corral is valid for differeegyions and at different scales.

Therefore, we follow the same rescaling procedarettfie probability densities of the time intervals
between the acoustic emissions emerging from spersinof different materials experiencing damage i
laboratory loading tests. We try to explore if andder which conditions earthquakes and acous!
emissions belong to the same universality class.
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Stick-slip of a sheared granular medium
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The flow of one material over another can exhibit intermittent stick-slip motion, with examples that range
from jumps of atomic sized dislocations to planet sized tectonic plate movement. Though the motion can
often be periodic and thus predictable, there exist many cases in which the motion becomes irregular.
Phenomenological models have been proposed that can mimic it to a greater or smaller extent. However the
microscopic mechanisms determining the motion are far from understood, as in other related phenomena,
e.g. friction.

In order to study this chaotic-type dynamic, we have designed and realised an apparatus in which an
overhead disc is forced to shear across the surface of a granular material; the elastic nature of the forcing,
together with friction between the plate and the GM, guarantees stick-slip motion, which is higly non-
periodic in the investigated parameter region.

Attempts to describe this regime of motion are usually made by means of deterministic models in which a
large number of degrees of freedom with non-linear interactions give rise to chaotic motion. These models
are successful in reproducing some statistical features of the stick-slip motion at a qualitative level (e.g.
power laws of the Gutemberg-Ricther type). However, to obtain quantitative information from them is
generally diffult, because a direct correspondence of their parameters with experimental situations is
lacking.

In order to overcome such difficulties we have tried an alternative way, i.e. to describe the chaotic motion
of the system by means of a single degree of freedom, the position of the disc, 6, in the presence of two
forces: a viscous force fv (depending only on the disk velocity) and a a stochastic force fs (depending only
on the position):

10 =+k8+/( 0 )+f®) )
where 7 is the disk inertia.
It turns out from the experimental measurements that fs can be well approximated by a bounded Brownian
motion:

df,/dt =Dn -af, 2)

where N is white noise and the parameters D and a (representing the noise variance and inverse correlation
length) are measured directly in the experiment. The viscous force has a concave shape, which is well

described by a function such as
fi( 0 )=80+Y( O -2w0In(1+ 0 /wo) 3)

Also for this equation parameters 8 Y, Wo are derived from the experimental measures.

The model has been shown to reproduce the experiment in a quantitative manner, and suggests that
other stick-slip phenomena, unrelated to the present one apart from having a "crackling noise" signature,
could be similarly modelled. In fact, a similar model is known to accurately reproduce Barkhausen noise in
ferromagnets, despite the very different physical origins.

The Brownian nature of the positional force can be understood in terms of the force chains acting against
the motion of the disc (during the motion, force chains are continuously disrupted and formed, and of
course their configuration at a given stage of the motion must depend in some way by the configuration at
the previous position). However a first principle derivation (starting from the properties of the granular
medium) of the stochastic force and of its parameter is far from being obtained. In addition, the total force
resulting from the combination of the three forces a acting on the disk (elastic, viscous and stochastic)
presents an asymmetric distribution whose origins are not yet clear. Similar distributions have been
observed in different fields where correlated events are involved, to such andextent that some authors claim
it to have some universal properties [3].
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Noise statistics and physical mechanisms

Bernard Castaing
Ecole Normale Supérieure de Lyon, Laboratoire de Physique,
C.N.R.S. UMR5672,
46, Allée d'Ttalie, 69364 Lyon Cedex 07, France

When the main information about a system appears as a noise, the goal of the physicist is to go
further than the simple description of this noise. He wants to relate its various characteristcs between
them and each of them to the physical mechanisms driving the system. In this talk, I will show that,
even when the underlying dynamics is well known, as for velocity signals in turbulence, some caution is
necessary. The matter becomes rather tricky when the physical mechanisms themselves are unknown.
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April 3, 2008

‘We present experimental explorations of the fluctuations and slow dynamics in an out of equilibrium
polymer glass. The electrical impedance and the voltage fluctuations in a complex impedance consisting
of a parallel-plate capacitor, with the polymer as the dielectric, are measured precisely as a function of the
frequency, the waiting time after a quench below the glass transition temperature T, of the polymer, and
the speed and depth of the quench. Some aspects of the ageing dynamics are discussed. The experimental
data is interpreted with respect to the fluctuation dissipation theorem (FDT). In order to extend the
concepts of thermodynamics to such non-equilibrium systems, the description of a time-scale dependent
‘effective temperature’ for this system using the fluctuation-dissipation ratio (FDR) is analysed [1, 2]. By
tuning the quench rate, we examine the range of validity of the FDT and estimate the regime in which
linear response theory is valid. When the system is driven out of equilibrium, the probability distribution
function (PDF) of the fluctuations is found to be non-Gaussian. A statistical analysis of the PDFs as a
function of the waiting time is used to study the relaxation dynamics of fluctuations immediately following
a quench.
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One of the unsolved questions of modern physics is whether fluctuations far from thermal equilibrium
display generic features, and if so what these features are. In contrast to equilibrium systems where fluc-
tuation probabilities can be calculated from their free energy, no general principles have been established
for nonequilibrium systems. It is therefore especially important to find system-independent properties of
fluctuation phenomena far from equilibrium. Recently, there has been much interest for nonlinear sys-
tems that develop multistability under sufficiently strong periodic driving, including electrons in Penning
traps, Josephson junctions, micro and nanomechanical oscillators and atoms in magneto-optical traps.
The presence of fluctuations enables the systems to occasionally overcome the activation barrier and
switch between the coexisting states [1, 2]. Such nonequilibrium systems generally lack detailed balance,
and the switching rates may not be found by a simple extension of the Kramers approach. It remains a
challenge to identify generic properties of driven, nonequilibrium systems, particularly for behaviors that
have no analog in their equilibrium counterparts.

Here we address some of these unsolved questions in systems far from equilibrium by investigating
fluctuation induced switching in an underdamped micromechanical torsional oscillator [3] driven into
parametric resonance [4]. We measure the activation barrier for switching out of an attractor as a
function of frequency detuning. Near both bifurcation points, the activation barriers are found to depend
on frequency detuning with critical exponents [4] that are consistent with the predicted universal scaling
in parametrically driven systems [5]. We also introduce a formulation that allows us to directly measure
the distribution of trajectories followed in switching. Our first results [6] indicate that even though the
motion of the system in switching is random, the trajectories form narrow tubes in phase space centered
at the most probable switching path (MPSP). The uphill section of this path is found to be distinct from
its time-reversed downhill section, an important property for systems far from thermal equilibrium.

In our experiment, the micromechanical oscillator consists of a movable silicon plate supported by
two torsional springs (Fig. 1c). Two electrodes are located underneath the top plate. In addition to
the restoring torque of the torsional springs, the top plate is also subjected to an electrostatic torque
when a voltage is applied to one of the underlying electrodes (Fig. 1d). The voltage is modulated at
a frequency w/2m close to twice the natural oscillation frequency of the plate. Torsional oscillations are
detected capacitively through the other electrode. When the modulation is sufficiently strong, the plate
oscillates at half the modulation frequency as a result of parametric resonance. Since the modulation is
invariant upon a shift in time by its period, there exist two stable oscillation states that have the same
amplitude but differ in phase by 7. The dynamics is well described by the rotating wave approximation
[6]. It is characterized by two dynamical variables, the quadratures X and Y of oscillations at w/2, at
/2 phase difference with each other. A lockin amplifier is used to record X and Y at regular intervals
much shorter than the relaxation time. In Fig. 1la, we show the two stable oscillation states, A; and As,
that are located symmetrically about the origin in the (X,Y)-plane .

When white noise is added to the excitation voltage, the system can occasionally overcome the activa-
tion barrier and switch from one stable state to the other. Transitions are identified when the oscillator
begins in the vicinity of A; (within the left green circle in Fig. 1a) and subsequently arrives at state Ay
(within the right green circle). Figure la shows the switching probability distribution derived from more
than 6500 transitions. While in each transition the system follows a different trajectory, the trajectories
clearly lie within a narrow tube. In Fig. 1b, the location of the peak of the distribution is plotted on top
of the MPSP obtained from theory. The MPSP emerges clockwise from A; and spirals toward the saddle
point at the origin. Upon exit from the saddle point, it makes an angle and continues to spiral clockwise
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Figure 1: (left). (a) Switching probability distribution for switching out of state A; into state Ay in
a parametrically driven microelectromechanical oscillator. (b) The peak locations of the distribution
are plotted as black circles and the theoretical MPSP is indicated by the red line. The portion of the
distribution outside the blue lines is omitted. (c) Scanning electron micrograph of the micromechanical
torsional oscillator. (d) Cross-sectional schematic.

Figure 2: (right). Comparison of the MPSP (thick solid, red), the time-reversed path (dash-dotted,
green) and the deterministic downhill path (dashed, blue).

toward As. There is excellent agreement between the measured peak in the probability distribution and
the MPSP obtained from theory, with no adjustable parameters.

One important feature of the observed distribution is characteristic of systems far from thermal
equilibrium [7]. For equilibrium systems, the most probable ”uphill” path from an attractor to the saddle
point, which results from a fluctuation, is the time reversal of the fluctuation-free ”downhill” path from
the saddle point back to the attractor. If the system is overdamped, these two paths coincide in space
(but are opposite in direction). However, our parametric oscillator lacks detailed balance. Upon reversal
of time, even the attractors are shifted away from the original locations. Our experiment provides the first
demonstration of the lack of time reversal symmetry in switching of systems far from thermal equilibrium.

Apart from demonstrating the switching path distribution and the scaling of activation barriers,
periodically driven micromechanical oscillators provide a well-controlled platform for future investigation
on unsolved problems in systems that lack detailed balance, such as the applicability of fluctuation
theorems [8] and the existence of a threshold for the onset of singularities in the optimal paths from the
attractor to another state in the same attraction basin.
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Feedback or closed-loop control is present when there is a controller or external agent that gathers
information on the state of the system and uses this information to decide the action it will perform on
the system. Feedback control allows to increase the performance, and it is present in many systems with
interest for physicists, engineers and biologists [1].

It is intuitively clear that the use of more information by the controller can be potentially useful to
increase the performance of the system (e.g. the power output or the efficiency). However, a general formal
development that justifies this statement using information theory [2] is still lacking. The development
of the links between information theory and feedback control will allow to make quantitative the relation
between information and performance, and to establish constraints in the increase of performance that
can be reached with a given amount of information.

There have been studies of the connections between information and feedback controlled systems in
the context of the study of the Maxwell’s demon [3]. Recently it has been derived a relation between
the decrease of entropy achievable and the information about the system that the controller has [4, 5];
also relations between the information gathered by the controller and the flux or the power output in
a particular stochastic system has been recently derived [6, 7]. We will review these new results and
present other recent new developments in order to introduce open questions in the connection between
information theory and feedback control in the context of stochastic systems.
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Nowadays progress in nanotechnology lets the scientists build extremely small structures, that can
exhibit new and extraordinary features. Real challenge today is to construct and controll such a small
hybrid structures and bring them into play in electronic devices and maybe in future architecture of quan-
tum computers. This systems are natural candidates for qubits and multibits in general. In mesoscopic
and nanoscopic systems the geometry plays very important role, as it decides of their properties. As an
example let us recall persistent currents flowing in mesoscopic devices of the cylindrical geometry, theo-
retically predicted by Hund in 1938 and experimentally confirmed in the early 90’s. Nanotechnologists
are able to produce nano- and meso- rings, tori, stripes etc., that can be treated effectively as bistable
systems and, in turn, as very good candidates for qubits and qutrits for quantum computer technology.

Interaction among the nods of the network of Josephson junctions leads to fascinating phenomena
like coherence, synchronisation, fluxon motion and propagation or quantum phase transitions. We aim
to explore similar nets of different symmetries consisting of bistable interacting mesoscopic rings [1, 2].
From the theoretical point of view these are triangular, quadratic, hexagonal 2D networks, which can be
manufactured in labs nowadays. The theory of Josephson junctions is established and well known. Yet,
there is almost no analysis done on the system of interacting mesorigs providing some important and
unsolved aspects:

e construction of the evolution equation,

e analysis of steady states,

e existence or nonexistence of phase transitions.
We expect that by changing one of the parameters, e.g. inductance, order state (currents will have the
same sign in all rings) or some regular spatial structure can be induced. Another interesting question is
the role and influence of spatial symmetry on the given properties of the system.
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Problem to be addressed. The question we address is the extent to which a Bayesian inference framework
may be able to facilitate parameter evaluation in non-stationary, nonlinear, stochastic dynamical systems.
The technique has many potential advantages. It does not require heavy numerical computation, it allows
multiple parameter estimation, and it provides optimal compensation for dynamical noise. Moreover, it is
able to reconstruct “hidden” variables which are not directly accessible to measurement. We demonstrate
that the approach is also highly promising in practice by presenting preliminary results, and we discuss
the problems still remaining to be solved.

Theoretical Framework. Developing our Bayesian framework from an earlier work [1], we consider the

following problem: an M-dimensional time-series data Y = {y,, = y(t,)} (t, = nh) is given, being the
observations of the following system:

(1) = £(xle) + VD £(1),
y(t) = g(x|b) + VMmn(t).

The first line of (1) defines the L-dimensional underlying stochastic dynamics (with a white uncorrelated
noise source) and the second defines the observed variable Y (with an extra observational noise source).
The task is to infer the unknown model parameters and their time variations, along with the noise
intensities and X-trajectory:

(1

M ={c(t),b(t),D,M, {x,}} .

Assuming f and g linear in terms of parameters, and by use of a path-integral approach, we demonstrate
that the posterior distribution for parameters is a multivariate normal distribution and we present an
algorithm to find it: i.e. for the ¢ parameters of the driving dynamic it will be

Prost(€) x exp 7%(0 —o)T2(c-0)|. (2)

The explicit expressions for ¢ and =, along with all the other algebraical results can be found in [2].
The Covariance matrix = plays a special role in our discussion. It quantifies the information content
available after data elaboration and it explicitly governs the convergence process of the inferred variables
towards the real ones; its behaviour is crucial in the detection of nonstationary dynamics. For this reason,
special emphasis will be placed on the details, limitations and possible improvements of this aspect of
the technique.

Physiological application: two coupled FHN systems. With biological applications in mind (see e.g. [3]),
the technique is used to decode the parameters of a system of neurons modelled by an L-dimensional
system of FitzHugh-Nagumo (FHN) oscillators (see [4]):

05 = —v; (v; —ay) (v; — 1) —g; +mj + v/ Di; &,
G=—Baqi+yv  (GO&W) =00t —t), j=1:L.
here, v; simulate the membrane potentials, while ¢; are slow recovery variables. We assume that neither

vj nor g; are directly read (i.e they are “hidden” variables), but the measurements are taken through an
(unknown) measurement matrix X:

®3)

yi = Xijvj. (4)
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Figure 1: Inference of m1 and 72, while smoothly varying in the presence of noise. No prior knowledge of the
model parameters is assumed. (a) The inferred values of 71 (dashed red lines) are compared with their true values
(full blue lines). (b) The measured time-trace of the mixed coordinate z1(t). (c) Typical convergence of the
control parameters 7; as functions of the measurement time t; qualitative behaviour of the biggest eigenvalues of

=1

E7" is given in the box.

Our tasks are: (i) to reconstruct the coefficients which appears in (3); (ii) to reconstruct the mixing
matrix X; (iii) to reconstruct hidden the variables g;; (iv) to perform all three tasks taking into account
that some of the parameters might have an explicit time dependence.

We find that we can detect stepwise changes of the control parameters for each oscillator, and follow
continuous evolution of the control parameters in the adiabatic limit. Fig.1 shows some of our results: in
this example we infer the key parameters 7; which are explicitly time-dependent. We also illustrate the
parameter convergence as a function of data length together with that of the (eigenvalues of the) matrix
=, giving practical support to the theory. A full discussion is presented in [5].

Open problems. In conclusion, we comment that, although our Bayesian framework clearly allows for
inference of non-stationary stochastic dynamics, the technique is stillin its infancy. some aspects are still
in the need of being brought up to discussion; especially considering that the basic algorithm might need
modifications when it is applied in different disciplines and adjustments should be taken on a case-by-case
basis. We therefore mention just some of the open problems to be addressed in the near future:

e The way the noise appears in the dynamics will need to be generalised to encompass multiplicative
noise (leading to a non-trivial form of the parameter’s likelihood);

e The form of the noise itself (at present white and uncorrelated) must be extended to the more
general case of a coloured noise, and possibly to take into account the presence of correlation;

e Convergence of the algorithm might be critical in certain problems, especially in presence of many
dimension and/or many coefficients, or where speed is an important.

e Extension to the more general case of nonlinear coefficients is another important problem, although
ways of getting round the problem can sometimes be found [5].

The technique can readily be implemented to assist a diversity of information gaining tasks. Once answers
have been found to the above problems above, we expect it to become useful across many disciplines.
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A constructing the correct from thermodynamical point of view stochastic Langevin equations for
macroscopic variables of subsystem interacting with thermal bath is the main problem of phenomeno-
logical theory. In most cases the influence of thermal bath can be described by introducing the additive
Gaussian white noise in the equations for subsystem’s phase variables. According to the basic principles
of thermodynamics and statistical mechanics the intensity of such noise source should be strongly con-
nected with the linear damping coefficient. This well-known Einstein’s relation is some form of the linear
fluctuation-dissipation theorem [1] reflecting indissoluble relationship between equilibrium fluctuations
and irreversibility.

If we have to take into account the non-Gaussianity of thermal bath, the situation becomes more
complex. All the high-order spectra of non-Gaussian white noise are nonzero, and, according to the
quadratic fluctuation-dissipation theorem [2, 3], we should insert the nonlinear dissipation in the equations
of motion. The open problem is how to find this nonlinear dissipation term in phenomenological equations.

A possible solution of this unsolved problem, namely, the procedure to constract the correct Langevin
equation for a particle moving in some potential and interacting with the non-Gaussian thermal bath is
proposed.

We start from the following Langevin equation for a particle of mass m moving in the potential U ()
and interacting with the thermal bath of temperature 7'

mbsz(v)warf(t), (1)
dx
where z (t) and v () are respectively the displacement and the velocity of a particle, F' (v) is unknown
dissipation function, and £ (¢) is the random force from the non-Gaussian thermal bath which can be
represented by non-Gaussian white noise. Using the results, recently obtained in Ref. [4], we derive the
closed equation for the joint probability density function P (z,v,t) and taking into account the well-known
Maxwell-Boltzmann form of equilibrium distribution

Py(z,v) :cocxp{kaLT (mTUZ+U(x))}, )

where ¢g is the normalization constant and kp is the Boltzmann constant, we find the following expression
for the nonlinear friction

mu? v T oz mq? q—z/m)?
F(v):mexp{—rkBT}/o dq/ ‘ %2) exp{72kBT}7exp ,( QkB/T)

Here the non-negative kernel function p (z) defines the statistics of non-Gaussian noise source & (t).
For Gaussian thermal bath: p(z) = 2D4 (z), where D is the intensity of white Gaussian noise & (t).
According to Eq. (3), the friction F' (v) becomes linear

F(v) =y (4)

dz. (3)

with the damping constant ~ satisfying the Einstein’s relation

D

1T keT

In the case of white shot noise

£(t) = Za,é t—t) (6)

with Gaussian distribution of amplitudes a; ({(a;) = 0) from Eq. (3) we find

Fv) = % \/§ e [erf (Vrv) —erf (\/g v>] , (7)
where: (a2

2) =02, k =m/(2kgT), e = 02/(kgTm), X is the mean rate of pulses generation, and erf (z) is
the error function. The nonlinear friction (7) versus the particle velocity v is plotted in Fig. 1 for different
values of dimensionless parameter ¢. The first terms of nonlinear friction expansion in power series in

2
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Figure 1: The dependence of nonlinear friction from the particle velocity v for different values of the dimensionless
parameter €: a — & = 0.001, b — € = 0.1, ¢ — £ = 5. The other parameters are v = A\o?/ (2kpT) =1, k = 1.

the velocity v read
2

N 1 v 243 n_vr’
F(U)—)\m{(l m) /+[2 —(1+5)3/2 0 +} (8)

Although Eq. (3) allows to find the nonlinear friction for different non-Gaussian thermal baths, it is
not evident the correctness of Eq. (2). Thus, the main hypothesis of the approach developed consists in
validity of Maxwell-Boltzmann distribution for equilibrium state.
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One of the most important problem in turbulence is the prediction of large-scale structures of very
high Reynolds’ flows. We consider here the class of two dimensionnal and geostrophic flows relevant for
geophysical applications (ocean and atmosphere). The main physical phenomenon is the self organization
of the large scales into jets and vortices. We study the simplest academic problem including this type
of phenomena : the two-dimensional Navier-Stokes equation with weak stochastic forces and
dissipation.

Two beautiful classical theories deal with two dimensional turbulence. The first one, the cascade
theory is aimed at describing the velocity field statistics for self similar inverse energy cascade or direct
enstrophy cascade. For this first approach, the main hypothesis is self similarity, which is unfortunately
broken as soon as large scale structures (vortices and jets) appear. The second theory is the equilibrium
statistical theory that describes the organization of inertial flows [1]. However this last approach does
not take into account the effect of forces and dissipation.

Most of natural or experimental flows, as far as large scales are concerned, thus do not fall in the
realm of classical theories. This is the motivation to study the two-dimensional Navier-Stokes equation
with weak stochastic forcing and dissipation. This is an example of dynamical system forced by noise,
where an out of equilibrium stationary state is reached, without detailed balance. The existence of an
invariant measure has been mathematically proved recently, together with mixing and ergodic properties
[2]. This problem has however never been considered from a physical point of view. We thus address the
following issues: when is the measure concentrated on an inertial equilibrium, how are the large scales
selected by the forcing, what is the level of the fluctuations ?

Two dimensional turbulence is an example of physical phenomena where order arises from randomness
and where fluctuations play a crucial role in selecting the main structures.

1 Out of equilibrium phase transitions and stochastic Landau
damping

1.1 Random switch between large scale flows with different topologies

We study the two dimensional Navier Stokes equation with stochastic forces. The most striking physical
result is the existence of out of equilibrium phase transitions : one observes random bifurcations from
one topology of large scale flow (dipoles) to another (unidirectional flows). The flow behaves similarly to
a bistable system that switches at random times from one state to the other.

After the theoretical study of a bifurcation diagram for the stationary states of the 2D Euler equation,
we have conjectured the existence of these out of equilibrium phase transitions [3]. We have verified their
existence using numerical simulations and made a detailed empirical study [3]. Similar considerations
leads to the predictions of out of equilibrium phase transitions in a large class of other geometries, and
also for geostrophic, large rotation or 2D magnetic flows.

The system roughly behaves as a bistable one. However this analogy is extremely limited. Indeed,
in our case no potential landscape exists, that would explain the phenomena. Moreover the turbulent
nature of the flow (infinite number of degrees of freedom) renders the phenomena much richer than in the
classical two well problem. Analogies with the Earth magnetic field reversal, and with similar phenomena
in experiment of two dimensionnal and geophysical flows will be discussed.

This leads to open issues, as discussed in section 2. The major one is : in this class of phenomena
where the description by a small number of modes is not valid, can we propose a theory predicting the
selection of large scales flows by the balance between stochastic forces and dissipation ?

2 Stochastic Landau damping

We will present theoretical results for the prediction of the velocity and of the vorticity fluctuations, in
the context of the Navier Stokes stochastic (NSS) equation, with weak stochastic forcing and dissipation
[4]. Theoretical arguments and numerical evidences show that flows are then close to equilibria of the
Euler equation. At leading order, fluctuations around such equilibria are then described by the linearized
NSS equation.

We thus study theoretically the linearized NS equation with random forces. In the limit of zero
dissipation, as expected no stationary distribution exist for the Gaussian vorticity field. By contrast,
the Gaussian stream function or velocity fields strikingly converge toward a stationary Gaussian process.
The velocity field thus acts similarly to a dissipative system, when dissipation is no more present. An
explanation of this seemingly anomalous behavior and its relation to the deterministic Landau damping
of plasma physics and Orr mechanism for 2D vortices will be given.

This suggests a class of open problems related to the effect of noise on physical systems described
by partial differential equation, that are not reducible to a description by a small number of degrees of
freedom.

3 Open issues

Beside the obtained theoretical results, and observed phenomena, the two dimensional Navier Stokes
equation with stochastic forces open a number of issues. Many of these are common to other classes of
turbulent problems, where a large number of degrees of freedom are involved. We may cite few of them :

1. In a complex system with noise where a potential landscape do not exist, how does turbulence select
states that dominate the dynamics ?

2. What does select the largest scales of turbulent flows ? Why low dimensional approaches, treating
unresolved scales as noise, have failed up to now ?

3. Is an adiabatic reduction possible, in the limit of weak stochastic forces and dissipation, for the two
dimensional Navier Stokes equation or related models ?
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Negative weight transients of infor mation storage media
after recording

Laszlo B. Kish
Department of Electrical and Computer Engineering, Texas A&M University
College Station, TX77843-3128, USA

Due to the unsuccessful explanation of gravitation constant anomalies, such as the fifth force explanation,
we stated a new unsolved problem: is there any attractive or repulsive interaction between similar
information patterns/structures? A possible phenomenological theory is outlined. Similarity can for
example measured by mutua information. At test experiments, we found that, at 1 centimeter distance,
there is no observable force interaction at 100 microNewton (10 microgram) accuracy between two 4 GB
Flash drives filled with the same white noise. Thus, if the effect exists it is weaker than that.

However, during these investigations, we discovered a new challenging unsolved problem of noise. The
weights of information storage media, namely Flash drives, DVD and CD disks were monitored by 100
microNewton (10 microgram) accuracy after recording various types of data on them, including zeros,
white noise and 1/f noise. All these media execute a negative weight transient, in the order corresponding to
amilligram change, with slow relaxation back toward to the previous weight that takes about one hour. It is
like a"smoking gun" after firing. The previous weight is usually not reached.

Obvious explanations are temporary water loss from some hygroscopic parts and warm air convection
above the device with the corresponding updraft due to its elevated temperature. However, though the
above effects certainly playing some role in the phenomena, the explanation seems to be not satisfactory.
Thus a new unsolved problem is: is there any transient interaction between similar information
patterns/structures?

Dataand considerations will be presented. Some examples are shown in the two figures below.
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4.26GB white noise (two independent 1GB files repeated)
4.25GB 1/f noise 256K files)
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Thermal and out of equilibrium noise in electronic
devices: from the classical to the quantum regime

Pierre Billangeon, Richard Deblock and Hélene Bouchiat
Univ. Paris-Sud, CNRS, UMR 8502, F-91405 Orsay Cedex, France

Noise in electronic devices has been investigated for many years in various types of materials rang-
ing from semiconductors, metals and superconductors. This noise has been classified into three main
categories which are:

e Thermal equilibrium noise, measured without any current through the device.

e Shot noise, proportional to the current through the device which reveals the elementary charge
of the carriers through the device as well as the nature of their statistics (bosonic, fermionic or
fractional)

e 1/f or telegraphic noise proportional to the square of the current through the device. This noise
is related to the internal thermal fluctuations of the defects in the device causing resistance noise
revealed by the current.

After a brief review of the different characteristics of these noise sources in the low frequency limit, we
would like to emphasize some of their particular aspects in the high frequency regime when hw is larger
than the thermal energy kgT. We will discuss the various possible experimental setups which enable the
investigation of the noise in this regime ranging from classical to quantum detectors. We will then focus
on the frequency dependence of the equilibrium and shot noise in this limit which exhibits signatures of
the relevant energy scales kg7 and eV where V is the voltage bias on the device . We will present several
examples such as a quantum point contact, a metallic diffusive wire and a Josephson junction.

We will then rise the important question of the asymmetry of the noise specific to the quantum
regime where emission noise (corresponding to negative frequencies) is expected to be different from
absorption noise (corresponding to positive frequencies). These fundamental differences between emission
and absorbtion processes are very well known in the field of quantum optics. We will present some
recent experiments which could also show evidence of this fundamental aspect of quantum noise in an
electronic device consisting in a superconducting tunnel junction polarised with a voltage of the order of
the superconducting gap. The equivalent experiment in a system at thermal equilibrium does not exist
yet.

Finally we will address the quantum limit of telegraphic noise which is produced by two level systems
fluctuators . This noise has been shown in certain cases to limit the performances of condensed matter
Q-bits but is far from being understood.
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Non-Gaussian Noise in Quantum Wells
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Generation-recombination noise is accepted to be a dominant mechanism of current noise source in
quantum well systems biased by electric field normal to the layers. The central limit theorem implies
that such noise has to be gaussian. In recent experiments we have found pronouncedly non-Gaussian,
bias depnendent current noise in n-type and p-type multiple quantum wells. The non-Gaussianity of
the noise is more pronounced in p-type wells where the time traces of current fluctuations resemble
closely two-level random telegraph signal which has not been straightforwardly observed in time domain
records. The non-Gaussian character of the noise in n-type wells has been revealed by measurements of
nonzero skewness of the noise amplitude distributions. The origin of the nonGaussian noise and marked
differences between noise properties of n- and p-type quantum wells are the UPON questions that we
bring to discussion.

The nonGaussianity of the noise appears at certain bias range and is directly related to the non-linear
behavior of the gain in the corresponding bias range. In p-type wells the non-linearity can be attributed to
difference in tunneling rates of light and heavy holes. For n-type wells the intervalley scattering seems to
be the dominant reason for the appearance of the nonlinear gain. In both cases additional non Gaussian
noise can as well originate from impact ionization. The appearance of non-Gaussian noise is therefore
attributed to two solutions of the continuity equation in the nonlinear differential conductivity regime.
Multiple solutions of the continuity equation allow for existence of multiple metastable spatial voltage
distributions. Two distinct spatial voltage distributions under a constant external bias voltage correspond
to two possible states of the system: a high resistivity state with low current and a low resistivity state
with high current. Each state is characterized by its specific bias dependent average lifetime. The finite
time of transition between the metastable states, which is not negligible with respect to the average
lifetimes, is determined by the charging time constant by the capacitance and resistance of the quantum
well system.

We have tentatively attributed non-Gaussian character of the noise to the metestability of spatial
configuration of electric field in the quantum well system. Quantum well system biased with a constant
dc voltage may randomly switch, in a telegraphic-like way between high resistance state characterized
by low current flow and low resistance state with high current flow leading to nongaussian character of
current noise.

The difference between noise properties of n- and p-type systems may be attributed to small capture
probability of electrons in n-type wells, as opposed to very high capture probability of holes in p-type
wells. As a consequence the noise of any p-type multi-well system will be dominated by fluctuations of a
single well, while in the n-type the noise appears as a superposition of many fluctuators associated with
all wells constituting the system.
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Many electron theory of 1/f-noise in hopping
conductance

Yuri Galperin
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PO Box 1048 Blindern, 0316 Oslo, Norway

February 16, 2008

The talk is based on the set of papers [1, 2, 3] written in collaboration with V. I. Kozub (A. F. Ioffe
Physico-Technical Institute, St. Petersburg, Russia), A. L. Burin (University of Tulane, New Orleans,
USA), B. I. Shklovskii (University of Minnesota, Minneapolis, USA), A. Glatz and V. Vinokur (Ar-
gonne National Laboratory, Argonne, USA). We address long-standing problem of 1/f noise in hopping
insulators in the regime of variable range hopping (VPH).

At low temperatures the variable-range hopping conductivity of doped semiconductors with strongly
localized electrons obeys the Efros-Shklovskii (ES) law

Oms = au@—(TEs/TWﬁ (1)
where the temperature Tgg is defined by the electron-electron interaction at the localization radius a
of electronic states. The conductivity behavior represented by Eq. (1) is observed for example in ion-
implanted silicon (Si:P:B) bolometers working as detectors for high resolution astronomical X-ray spec-
troscopy [4].
The performance of the bolometers is limited by a 1/ f-noise, which obeys the Hooge’s law [5]

602 /0 = ag(w,T)/wNp, (2)

where Np is the total number of donors, 662 = [ dte™*(§5(t)d5(0)), do(t) = o(t) — (o(t)), and (---)
denotes ensemble average. The dimensionless Hooge factor a g (w,T') measured for different doping levels
grows by six orders of magnitude with the decreasing temperature following approximate power law [4, 6]

ag x T8, 3)

This behavior strongly differs form the that observed in conductors with metallic conductance where the
Hooge parameter monotonously increases with temperature. Ref. [6] gives a strong evidence that the
noise is caused by the electron localization. This work investigates the bulk Si:P:B semiconductor in the
range of dopant concentrations on both sides of the metal-insulator transition. The increase of the noise
strength by several orders of magnitude, when crossing the metal-insulator transition from metal-like
samples to insulating samples was observed. The noise intensity continues to increase with decreasing
electron localization radius a, what proves the primal significance of the electron localization in the noise
formation. A similar behavior of the normalized 1/ f-noise power has been recently reported in the low
density hole system of a GaAs quantum well. These and other experiments show that 1/f-noise is one
of the manifestations of the complex correlated electronic state (Coulomb glass) formed by localized
electrons coupled by the long-range Coulomb interaction.

In this work we suggest the model of many-electron fluctuators, which possess small relaxation rates v
with much larger probability then single-electron traps. A new fluctuator is made of N occupied (neutral)
and N empty (positively charged) donor sites quasi-ordered into the quasi-cubic lattice with the period
R. They include only donors with energies within a band with the width Ur = €2/kR, which are required
to have somewhat diminished disorder energies.

We show that 1/ f-noise of conductance in the variable range hopping regime is related to transitions
of many-electrons clusters (fluctuators) between two almost degenerate states. Giant fluctuation times
necessary for 1/f-noise are provided by slow rate of simultaneous tunneling of many localized electrons and
by large activation barriers for their consecutive rearrangements. These fluctuations in the many-electron
clusters are “read out” by the hopping cluster responsible for the conductance. We analyze statistics of

the many-electron clusters responsible for noise at very low frequencies and calculate noise spectrum and
intensity.

O”\Q_@’\O
¢ 0" ¢0
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Optimizing the “lattice constant” R and the number of electrons N we have shown that a 1/ f-noise
associated with such clusters behaves as

T 3/5 1 6/5
—hnay(w,T)~ (TES) In%/? Y _ {711(1/0#0))] .

v In(vo/vEs

A “chess-board” cluster of donors, responsible for a 1/f—
noise. The dark circles indicate occupied (neutral) donors,
while the open circles indicate empty donors. All donors are
in the energy band of the width 2¢2/xR around the chemical
potential (E = 0). Arrows shows the direction of the electron
transition between two energy minima corresponding to two
possible ways to occupy cluster sublattices. The length R
stands for the size of the cluster cell.

4)

This behavior agrees with the low temperature observations of 1/f-noise in p-type silicon and GaAs.

We also discuss relation of the 1/f noise and memory effects in hopping conductance observed in
numerous experiments, as well as general aspects of dynamics in Coulomb glasses concentrating on
several unsolved problems. Among them is the long-standing problem of slow relaxation and memory
in conductance hopping insulators, which can be induced by slow rearrangement of electronic clusters or
structural defects.
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Introduction

The remarkable electronic and magnetic properties of manganites have raised lot of interests for ap-
plications : colossal magnetoresistance (CMR), large resistance change at the metal-to-insulator (M-I)
transition temperature and high spin polarization. They are promising candidates for a new generation of
electronic devices including magnetoresistive sensors, bolometers and spin-valve systems [1, 2]. Measuring
the low frequency noise in these devices is necessary in order to define optimal preparation conditions and
adequate geometries [3, 4]. Understanding the origin of noise in this kind of strongly correlated electron
devices could also give some indications on charge transport mechanisms.

Devices and results
We report low frequency noise measurements performed in patterned Lag 7S7r93MnOs (LSMO) thin
films of various thicknesses (20 nm up to 200 nm) deposited onto different substrates : (001), (110) or

vicinal StTi03(STO) and buffered silicon. A photography of the devices is shown in figure (1). 2 current
probes and several voltage probes allow to use the four-probe configuration and to select the length of

the tested device.
Substrate
v2 v f8
Vi \ = / e LSMO
) Gold

Figure 1: Photography of the devices showing the device with the current ( I+ and I-) and the voltage
(V1, V1'..V4, V4’) contacts realized using gold.

The measurements were performed using a four-probe configuration with a high output impedance
DC current source. It ensures that only the film noise is measured. As reported in [6, 7], a high contact
resistance noise level can be found. Several bias points and temperatures were investigated. From noise
measurements at different bias voltages V across the film, one can deduce a figure of merit called a/n
using a Hooge-like empirical relation e2,,/V? = (a/n) - (1/(Q - f)) where f is the frequency, o the
Hooge parameter, n the charge carrier concentration and Omega the volume. Results of a/n versus Q
are plotted in figure (2).

The noise level can vary over 3 orders of magnitude depending on the type of substrates and on the
layer thickness. The structural quality of the film was checked by X-ray diffraction. It showed the lower
quality of the thin film deposited onto the buffered silicon substrate and as a consequence that the high
value of the noise for buffered silicon substrate could have a structural origin. In the case of the STO
substrates, X-ray analysis indicates a good structural quality of the film. In that case, strain in the films
is strongly affected by the different substrate orientation or by the use of vicinal substrate. Consequently,

Figure 2: Evolution of a/n versus Q for 3 different films deposited onto STO (up and down triangle
symbols ) and onto buffered Silicon(square symbols) . The noise level for the LSMO /buffered silicon
films is three orders of magnitude higher than the noise level for LSMO/STO films.

the variations of the noise level for the different films could be correlated with the film strain : the lowest
value of a/n is reported for the vicinal substrate (among the lowest value reported in the literature)
which corresponds to the lowest strained films.

Conclusion

Low frequency noise have been measured in LSMO thin films deposited onto different substrates. We
have shown that in the case of buffered silicon substrate, the high level for the low frequency noise could
be attributed to a lower structural quality. For STO substrates of various orientation, the effect of the
film strain induced by the substrate is proposed to explain the different noise levels observed. Work is in
progress to find, from X ray diffraction measurements, a quantitative estimation of the strain in the film
and thus demonstrate the possible correlation between the low frequency noise level and the strain.
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Can analog and digital applicationstolerate theintrinsic noise
of aggressively-scaled field-effect transistors?
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For nanoscale field-effect transistors (FET) wiltagnel lengths below 20 nm, novel structures wit
two, three or even four gates are developed todugthe gate control over the source-drain condigeta
The advantages of these novel structures, to onerdbe physical limits of traditional FETs, areaclg
established in terms of size, speed or power copsam However, few works are devoted to study th
intrinsic noise performance of these novel strieguin this conference, we study the role of sgailinthe
intrinsic (thermal and shot) noise performanceratlag and digital applications with such FET stoues.
We simulate a 3D (Bulk-), 2D (quantum well-) and {duantum wire-) double gate FETs with a Mont
Carlo (MC) simulator coupled to a full 3D Poissaiver [1] and with a novel injection model suitalibe
electron devices with or without electron confinetender degenerate or non-degenerate conditigns [2

1 Signal-to-noiseratio in analog amplifiers

The noise performance of an analog amplifiguantified in terms of the signal-to-noiseNpratio.
One consequence of the FET dimension reductioneiptesence of electron confinement (in one or tw
lateral directions) that reduces the number oflable states at low energy. At room temperature states
with low energy supply a large current, but lows®iln fig. 1a, we plot the current and the Famofs
for three different FET as a function of the gatétage computed with the MC simulator. We show that
electron confinement causes a decrease of thentame an increase of the Fano Factor. As a coesegyl
in fig. 1b we see that the output (S/N) ratio obimple analog amplifier is clearly degraded for 1L
transistor.

2 Bit-error-ratioin digital inverters

The noise performance of a CMOS inverter (fig 2ajjuantified with the bit error ratio (BER). For
any input logic level, one of the transistors isompened-channel conditions with zero averaged otinet
with thermal noise. The current fluctuations of thgened-channel transistor are converted into gelta
fluctuations via the gate capacitance, C, of thipuutransistor (i.eAV= AQ/C) as schematically drawn in
fig 2b. The reduction of FET dimensions providagduction of the C. In fig. 2, the probability ofleain
voltage different from zero in the configuration fid 2a is plotted for the 3D, 2D and 1D FETs. Thi
results are in qualitative agreement with previawsks [3]. A compact model [4] is used to estimtite
eror probability (solid lines in fig. 2) within thessumption that the system behaves linearly {gegcj.
Full MC simulations reveal that the estimation obes is even worst for 1D transistors when theags
fluctuations surpass the drain saturation voltagé. V) where the channel resistance is veryelgsge
fig 3d).

Our preliminary MC numerical results suggest a tiegaanswer to the question of the title for
aggressively-scaled 1D-FETs that might imply anxpeeted breakdown of Moore's law.

1,00 T T T T
10° . ]
z 3D
a
c
075 5 S
S °
©
L 8 \4
o o 5 104 k!
~ j=
S 5 <
1074 / el 1050~ =
o o /./,f;/—'*—/—'
— S.l =)
/l/ (a) ~. 2 (b) 1D
10° T T T T : T | 10° " " " . T T
03 04 05 06 07 08 09 10 03 04 05 06 07 08 09 10
Vgate (V) Vgate (V)

Figure 1: Monte Carlo results for average currBafjo Factor (a) and Signal-to-noise ratio (b) f@Da(Lx=40,
Ly=10, Lz=10 nm), 2D (Lx=15, Ly=10, Lz=2 nm) and XLx=15, Ly=5, Lz=2 nm) N-FET in an amplifier
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Figure 2: Probability of voltage different from pein the CMOS inverter (a) at equilibrium compufeam a
time-dependent Monte Carlo simulation of a N-FETimiy 1e-8 seconds. The drain contact (b) is coufidtie
gate capacitor of the next transistor witiy€4e-18 F, Go=1e-18 F and (z=8e-19 F. For small errors the systerr
behaves linearly (c), but it becomes non-lineadlyf¢r large errors.
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phenomena in FET and HEMT channels are mainly organized by the displacement component of the
total curent-density. Therefore, the effects related with these phenomenona should be most pronounced
at sufficiently high frequencies typical for expected terahertz-frequency applications of FETs and HEMTs.

Problems Of noise modelin in the resence Of total The aim of this communication is to discuss the problems related with intrinsic noise in FETs and HEMTs
g p channels induced by the continuous branching of the total current between three terminals.
current branching in HEMTs and FETs channels

P. Shiktorov?, E. Starikov®, V. Gruzinskis®,
L. Varani®, G. Sabatini®, H. Marinchio® and L. Reggiani®
“Semiconductor Physics Institute
Gostauto 11, 01108 Vilnius, Lithuania
"Institut d’Electronique du Sud (CNRS UMR 5214)
Université Montpellier 2, Place Eugeéne Bataillon, 34095 Montpellier Cedex 5, France
“Dipartimento di Ingegneria dell’Innovazione, Universita del Salento and CNISM
Via Arnesano s/n, I-73100 Lecce, Italy

Electron transport and noise modeling in discrete-element circuits is based on Kirchhoff’s law which
is a direct consequence of the conservation law of the total current Jyo;. In its integral form, it is usually
written as:

/ JiotdS =0 1)
S

where

OE
Jiot = EE[JE +Ja (2)

is the local total current-density consisting of the displacement and conduction components (first and
second terms in the r.h.s. of Eq. (2), respectively), and S is a surface surrounding some volume of
interest. Under the usual assumption that the directions of the electric field and conduction current
density locally coincide (that is j4||E), one can introduce current tubes along which the conservation law
given by Eq. (1) reduces to a simple scalar relation:

OJtot (557 t)

or =0 ®3)

where the z-direction is chosen along the tube. In other words, Eq. (3) implies that the total current-
density is conserved in the closed circuit formed by such a tube which includes the conducting channel,
contacts, and other external elements needed to close the circuit. It is just the case of two-terminal
devices (resistors, diodes, etc.). Direct consequences of such a formulation of the total current-density
conservation law are: (i) the well-known techniques based on the Ramo-Shockley theorem for the current
and current-noise calculations in two-terminal devices, (ii) the duality (equivalence) of intrinsic electronic
noise representation in terms of Norton and Thenevin noise generators, etc. In going from two- to three-
terminal devices (shortly called as diodes and transistors, respectively) the local parallelism of j; and E
inside the device is in general violated. This can lead to the branching of the total-current tubes, so that
the Eq. (3) becomes invalid at the branching points where in accordance with Eq. (1) the total current
conservation is formulated as zero-sum rule for incoming/outcoming currents. Such a situation is typical
in FET and HEMT structures. Here, the conduction current flows along a conducting channel while the
governing local electric field direction does not coincide with the carrier flow due to presense of a gate.
In essence, it means, that under the gate action the whole channel region is practically the continuous
region of the total-current branching between the source-drain and channel-gate directions.

As a result, simplified attempts (based usually on the gradual-channel approximation and similar to it)
to interpret the gated channel as a two-terminal device with the total current conservation low described
by Eq. (3) fails. For example, for the total-current noise induced by an intrinsic local fluctuations of the
conduction current in HEMT channels both analytical considerations and numerical simulations evidence
a violation of the temporal coherence (sinhronization) of the total-current fluctuations at the source- and
drain-contacts, in contrast with similar diode-like structures. As a consequence, the total-current noise
spectrum at the source-terminal differs from that at the drain-terminal, what evidently contradicts our
expectations for the closed-circuit behavior. It should be emphazised, that such a branching and related
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Detecting electron counting statistics has become a major experimental challenge in mesoscopic
physics. First attempts to measure non-Gaussian effects in current noise have revealed that the de-
tection problem is quite subtle. In particular, the experiment [1] found that the third current cumulant
was not described by the simple theoretical prediction [2], but was masked by the influence of the mea-
surement circuit causing an additional “cascade” correction [3, 4]. Recent experiments demonstrated a
measurement of the third current cumulant without cascade corrections [5], and the detection of individ-
ual electron counting statistics [6]. Stringent bandwidth requirements in measuring the third cumulant
suggested that further experimental advances would require a new approach.

A conceptually different way to measure rare current fluctuations is with a threshold detector [7, 8],
the basic idea of which is analogous to a pole vault: A detection event occurs when the measured
system variable exceeds a given value. A natural candidate for such a detector is a metastable system
operating on an activation principle [9]. By measuring the rate of switching out of the metastable state,
information about the statistical properties of the noise driving the system may be extracted. A threshold
detector using an on-chip conductor which contains a region of negative differential resistance [10, 8] was
proposed by the authors and shown to be capable of measuring large deviations of current. Tobiska
and Nazarov proposed a Josephson junction (JJ) threshold detector [7], the simplest variant of which
operates essentially in a Gaussian regime [11]. The third cumulant contribution is small [12] and may be
experimentally extracted using the asymmetry of the switching rate with respect to bias current [13].

Here we solve Kramers’ problem [9] of noise-activated escape from a metastable state beyond the
Gaussian noise approximation and investigate how the measurement circuit affects threshold detection.
Starting with general Hamiltonian-Langevin equations which includes deterministic dynamics, dissipa-
tion, and fluctuations, we represent the solution as a stochastic path integral of Hamiltonian form [14, 15]
by doubling the number of degrees of freedom. In the weak damping case, the dynamics is dominated by
energy diffusion, which we account for by a change of variables, enabling an effectively two-dimensional
representation. We calculate the escape rate via an instanton calculation, and obtain a formal solu-
tion of Kramers’ problem [9]. Applying these general results to a JJ threshold detector, we account for
the influence of the measurement circuit and find that the cascade corrections are a consequence of the
non-equilibrium character of the noise.
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1 Introduction

MOSFET production reached sub-100 nm dimensior@00il by shipping 60-nm transistors in the
130-nm bulk CMOS technology node. Recently, the isenductor industry leaders have shifted th
production to the 45-nm node involving even shogte lengths. It was shown that conventional CMO
was impractical for nodes under 130-nm due to hgatriginated from leakage currents, needs for-hig
doping in the channel to prevent the thresholdaggtroll-off that deteriorate the channel mobibityd
eventually the overall device performance at higifiency. The introduction of new alternative
technologies to bulk CMOS is a pressing issue. Asimerable number of research papers have be
published on the possible improvements of n-chaRBdls with strained Si channels, both using a blurie
channel [1] (s-Si MODFET) and a surface channefigaration [2] (s-Si MOSFET). Those technologies
have a huge potential for analog and low-power iegfidns. So far minimum noise figures as low a
0.4dB at 2.5GHz and cut-off frequencidg) (n excess of 70GHz at 300K have been reportes-$i
MODFET [3]. Encouraging results on the performant&i/SiGe devices operating in low-power regimi
when compared with state of the art bulk CMOS [4].

2 Model and Simulated Devices

In this contribution we will report on the calcwgdt noise properties of sub-100nm s-Si MOSFE
operating in ultra low-power conditions at room parature. To this aim we kept the drain to souiae at
Vps=50mV and the gate to source bid&gd) was varied in a voltage range around the threstioltage
(Vin). The vertical lay-out of the simulated devicesnirtop to down is: a degenerately doped polysilicc
gate, a SiO2 oxide layer, a quantum well (QW),3&&, set back layer grown on top of the graded virtu:
substrate and a conventional high-resistivity pv&ier. Several gate lengthsyY from 100nm to 20 nm and
different gating topologies have been consideredh-@imensional (2D) simulations have been performe
using an energy balance transport model incorpwatnpurity de-ionization, Fermi-Dirac statisticeda
mobility degradation due to both longitudinal anghsverse electric field. For the simulation of timése
in the MOSFETs we adopted the Impedance Field Mkthith Langevin stochastics noise sources. W
assumed that only thermal (diffusive) noise existd other noise sources originating from processeb
as recombination were not considered in this stlilg. Monte Carlo (MC) method is currently considere
the most accurate one to simulate the transpairiniconductor devices at the microscopic levellfgjan
directly provide with the current fluctuations atet device terminals without having recourse t
intermediate models like the Impedance Field MetHédvertheless, the MC method needs long CP
times and it is not well adapted to deal with naiséculation in devices operating in the subthré&sho
region, like the ones considered in this paper. Tedel used in the calculations was previousl
benchmarked to a 2D MC code that has been usedl¢alate noise in nanometre Double Gate SC
transistors [6].

3 Main Results and Discussion

Fig 1 shows the total gate capacitance fanersusVgs for three values of the gate length (the later:
scaling kept constant the thickness of the gateide). This scaling only allows for a modest inceaf
the transconductance,{ when reducingd.g. Nevertheless, maintaining the oxide thicknesssdaack in
terms of the cut-off frequency: as Lg is reducenfrl00nm to 20nm the maximum fgfis doubled (Fig.
1). This enhancement, not foundg is essentially supported by the gate capacitegmbaction.

100

—e— 1000m
¥~ 50nm
15 | & 200m

Cyae (IF)
f; (GH2)

Vs (volts)

Ve (volts)

Figure 1. Total gate capacitance (left) and cut-off frequefright) of the simulated transistors.

In this abstract we will only present some noisilts (namely the noise figurdF) that are useful to
quick evaluate the analog noise performance ofcgsviln Fig. 2 we present th for the devices under
study at a frequency of 1GH¥Ygs was swept for a few hundreds mV arowglin order to maintain the
drain current at values sufficiently low to allowr flow-power operation. The minimum of the NF shift
towards lower values d&fgs asLg decreases (Fig. 2, left) at a slower pace thaivhell-off. As a direct
consequence of this ti¢F steadily grows when the gate length shrinks fobdedin current levels under
1pA (Fig. 2, right). This is a consequence of the baration of the significant resistances across Iio¢h
intrinsic device and the implanted source and dramgions. Bearing that in mind, we calculated th
minimum noise figureNFr,) at the same frequency. Again the shortest tramsis,=20nm) exhibited the
largest noise value at very low drain currentdait, only for drain current values in excess &u& does
the Lg=20nm transistor exhibit the best performance im$eofNF . This is one of the main result of this
paper: there is a trade-off between increairagd obtaining an optimum value NF in the scaling.

NF 100nm@1GHz
NF 50nm@1GHz
NF  20nm@1GHz

NF 100nm@1GHz
NF  50nm@1GHz 55
NF  20nm@1GHz

NF (dB)
NF (dB)

30 30
06 05 04 03 02 0.1 0.0 1e-8 1e-7 1e-6

Y I
os (volts) loran (A)

Figure 2. NF plotted against théss (left) and the drain current (right) at 1GHz.
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Abstract

By numerical simulations we investigate the plasma frequency associated with voltage fluctuations
in an n-type Ing.53Gag.a7As layer of thickness W and submicron length L embedded in a dielectric
medium at T = 300 K. For W = 100 nm and carrier concentrations of 10'® — 10'¥¢cm ™ the results
are in good agreement with the standard three-dimensional (3D) expression of the plasma frequency.
For W < 10 nm the results exhibit a plasma frequency that depends on L, thus implying that the
oscillation mode is dispersive. The corresponding frequency values are in good agreement with the
two-dimensionql (2D) expression of the plasma frequency obtained for a collisionless regime within
the in-plane approximation for the self-consistent electric field. A region of cross-over between the
2D and 3D behaviors of the plasma frequency, which we address as an open problem, is evidenced
for W > 10 nm. Problems associated with channel lengths shorter than the electron mean free path
and the effects of an applied bias will be discussed.

1 Introduction and conclusions

The spectral density of voltage fluctuations of a homogeneous macroscopic resistor at thermal equilibrium
evidences a peak at the classical plasma frequency w, when the dielectric relaxation time is shorter than

the plasma time
e2n3P
Wp = - 1)
MoMEEmat

with e the electron charge, nSD the three-dimensional (3D) average carrier concentration and £,,q; the
relative dielectric constant of the bulk material, €9 the vacuum permittivity, mo and m the free and effec-
tive electron masses, respectively. For a semiconductor material the plasma frequency can be controlled
by an appropriate doping level in such a way to be in the TeraHertz (THz) frequency range. Recently,
one of the most promising strategies to obtain THz radiation generation and detection by using electronic
systems has been envisaged in exploiting the plasmonic approach. To this purpose, the scaling down of
the dimensions to the nanometric length offers more possibility of modulating the value of the plasma
frequency and of making use of nano-devices. In this framework, through an analytical approach, it has
been considered the case of a two-dimensional electron layer as that constituted by the ungated channel
of a nanometric transistor [1]. The electron gas was assumed as highly concentrated but non degener-
ate, and supposed to undergo only long-range electron-electron interaction. By making a small signal
analysis of the self-consistent set of drift and Poisson equations within the in-plane field approximation,

and adopting appropriate boundary conditions at the contacts, the electron gas is found to behave as the
support of two-dimensional (2D) plasma waves with frequency

2D 3Pk
w,” = 2
2MmomeoE diel

where k = 27/L is the wavevector, n%D the average 2D carrier concentration and eg4;¢; the relative
dielectric constant of the embedding medium. We notice that the 2D plasma frequency depends on
the relative dielectric constant of the external dielectric, thus coupling the source of the fluctuations,
due to the free charge, with the external medium. Through the oscillations of the plasma, nanometric
High Electron Mobility Transistors (HEMT) have been suggested as possible emitters and detectors of
electromagnetic radiation in the THz range [2].

The aim of this work is to investigate the same system from a microscopic point of view thus testing the
limits of applicability of the analytical approach and improving the physical insight of the problem. To this
purpose, we consider an n-type Ing 53Gag 47As layer embedded in a symmetric dielectric and investigate
the plasma frequency characteristics by analyzing the frequency spectrum of voltage fluctuations obtained
from a Monte Carlo simulator coupled with a 2D Poissson solver. The microscopic investigation of
plasmonic voltage fluctuations in nano channels evidences a complicate scenario Ref. [3], only partly in
agreement with the 2D analytical approach of Ref. [1], and with several open problems. Among them,
we address the following two: (i) A region of cross-over between the 2D and 3D behaviors of the plasma
frequency, which is evidenced for channel width W > 10 nm. (ii) The role played by channel lengths
shorter than the electron mean free path where transport takes a balistic regime.
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Investigation of hot-electron noise in semiconductor compounds provides a well-known example of
a problem which has toughly resisted analytic solutions. This is due to the formidable mathematical
difficulties that arise when one attempts to solve the Boltzmann equation in the regime of high electron
energies, when the system behaviour is markedly nonlinear. From the technologic perspective, the matter
is of obvious interest due to the progressive miniaturization of semiconductor devices. In addition, the
simultaneous interplay between different scattering mechanisms and the external applied fields, together
with the peculiar structure of the conduction band at high energies, can give rise to non-trivial and very
intriguing physics. The last years have witnessed a wide success of the Monte Carlo (MC) method as a
powerful tool to approach such problem. A direct MC simulation of electron motion indeed represents
an effective numerical solution of the Boltzmann equation. Despite the large amount of work carried out
in order to characterize electron noise in the presence of applied electric fields, the case when a magnetic
field is simultaneously present has been seldom addressed [1]. This is probably due to the fact that at
the time when most of the MC studies on noise in semiconductor compounds were performed (see [2]
and references therein) only relatively weak magnetic fields were experimentally available. Indeed, in
order to observe effects competing with those induced by electric fields of the order of several kV/cm,
rather intense magnetic field strengths of the order of some T are needed [3]. This is especially true for
compounds such as Si having relatively high effective electron masses and thus requiring rather strong
magnetic fields in order to exhibit significant cyclotron frequencies. However, present-day superconductor
magnetic-field generators allow to produce fields of the order of many T. With these motivations in mind,
two of us have recently investigated hot-electron noise in n-GaAs in crossed electric and magnetic fields
[3]. Velocity noise spectra and correlation functions were shown to be affected in a nontrivial way in
the regime when the electric and magnetic fields are competing. Among the most relevant effects are
signatures of nonparabolicity, magnetic-induced cooling of electron fluctuations and, in particular, a
peculiar change in the noise spectrum in the passage through the Gunn threshold[3].

Here, our aim is to perform the above analysis in n-Si. Such a task is far from being a mere academic
extension of our previous studies. Indeed, apart from being the most common semiconductor, Si, unlike
GaAs, offers a valid test-bed for investigating how effective-mass anisotropy affects noise under such
conditions. This provides the intriguing opportunity of investigating how both electric and magnetic-
field directionality affects fluctuations. The effective-mass anisotropy clearly gives rise to anisotropy in
the cyclotron motion. Two cyclotron frequencies, explainable as due to the longitudinal and transverse
masses, indeed appear as peaks in the noise spectrum in the case when the electric and magnetic fields are
directed along the [100] and [001] directions, respectively. Interestingly, for moderate and very intense
electric field strengths both frequencies are present and absent, respectively. However, as the electric
field grows up, in passing from the former to the latter regime the frequencies disappear in turn. First
the lowest, then the highest. The most interesting, and problematic, case takes place however when
the electric is directed along the [111] direction. Here, our analysis indicates that the simultancous
presence of the magnetic field appears to enhance the intrinsic anisotropy of the material with non-trivial
consequences on the features of electron noise. We aim at putting such effects to the attention of the
community in order to come to a full clarification as well as to assess whether they can be exhibited by
systems of a different nature.
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1/f Noisein systemswith multiple transport mechanisms
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In recent years with advent of several complexesystsuch as mangenites, conducting polymers et
the use of noise as a tool to gain further undedit® of transport mechanisms has increased madnifo
The new systems often have phases with varyingegegf disorder and exhibiting more than one type «
conduction mechanism. It will be then desirablédve asystematic study of how properties of noise may
vary in course of transition from one phase to heot

For this purpose we chose two composite systenbooavax (C-W) and carbon-high density
polyethlyne (C- HDPE) for measurements. These systeave been recently shown to have several pha
in the field-composition (F-p) plane (Fig 1)[1]. &lphases are somewhat simple, induced by geome
rather than brought about by any competitive enscgyes. The phases are characterized by the sespmn
an applied electric field: dR/dF<0 in tunneling peadR/dF=0 in linear phase and dR/dF>0 in Jouts@h
Here R is resistance and F is the field. Moreogecomposite system is a prototype of percolatir
system[2] which has been invoked in a great varadtyphysical systems. Thus knowledge of a pur
percolating system will be useful to analyse data more complex environment.
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Fig. 1: A schematic conduction phase diagram irfigid-fraction (F-p) plane of a composite showin¢
four regions as labeleg. is the percolation threshold. The three dotteeldirepresent measurement paths

Fig. 2: The bias exponent as a function of sampistance related to the fraction R(p-p)™, t
being the conductivity exponent.

Noise is conveniently discussed by using an extriden of Hooge relation for the spectral powe
densityS, [3]:

S/ = aV RR)F 1)

wherea is the Hooge constant aRds a function of resistance in case of non-Ohroitdeiction. In case of
pathsa or b we find that the frequency exponents a function of field / resistance suffers arupbr
change in value from about 1.17 to 1.45 signifythg change of tunneling regime to joule regime
Another interesting systematic variation takes @lac the bias exponent shown in Fig. 2 as the
conducting fraction is decreased to the thresholdamversely, sample resistance increases. The va
starting from the usual value of 2 progressivelgrdases as the system moves deeper and deepérentc

tunneling regime. This is UPoN ! There are simitariation in the functional form of noise powerrerh
power-law to polynomial — as the system moves ftomneling to joule regime. The issue of dissipatior
less conduction will be examined while comparinghwather systems such as variable range hoppi
systems.
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Latent Noise in Schottky Barrier MOSFETs
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By eliminating the constraints on the implanted ultra-shallow source/drain junctions, the metallic
Schottky barrier source/drain MOSFETs (Fig. 1) become one of the most promising candidates for next
generations CMOS devices [1, 2]. Several literatures using silicidation with (or without) Dopant
Segregation (DS) had demonstrated their superior performance to the conventional MOSFETs [3-5], and
their serving as high speed RF devices [5, 6]. However, since the Schottky barrier MOSFETs exhibit the
unique conductions against the traditional MOSFETs, the sound examinations of noise in Schottky barrier
MOSFETSs become relatively troublesome and require further intense studies.

Fig. 2 illustrates the typical current-voltage (I-V) curves and the energy band diagrams of the Schottky
barrier NMOSFETs. Different from the traditional MOSFETs, the moblie carriers can thermonicly emit
over or laterally tunnel through the Schottky barrier with twofold subthreshold slopes of drain current. The
effective Schottky barrier heights are varied as the applied gate voltage. The heavily doped layer segregated
during silicidation can be adopted to modify the Schottky tunneling behavior [5, 7]. Note that the Schottky
barrier MOSFETs present the ambipolar conduction as function of gate voltage [5, 7]. For positive
(negative) bias, electrons (holes) are inverted (accumulated) to conduct the Schottky barrier channel.
Formation of the metallic source/drain using silicidation process brings about the interface defects and the
surface states generations [8] (Fig. 3). The distinguishing noise is observed for Schottky barrier MOSFETs
either in inversion or accumulation [9, 10] (Fig. 4). The use of the interfacial layers [5, 11] to enhance the
drain current, such as dopant segregation, is expected to aggravate further concerns on the noise.

Due to the complicate parasitic components and conduction mechanisms during device operations, the
noise problems in Schottky barrier MOSFETs are really unsolved and require thorough investigations.
Most concerns and possible mechanisms of noise are summarized below, and shown in Fig. 5.

. Excepting the number fluctuation noise (due to the traps in the gate oxide) and the channel mobility
fluctuations dominated the 1/f noise in traditional MOSFETs, the trap states at silicides/Si substrate
interfaces should play the more important roles on the noise in Schottky barrier MOSFETs.

2. Since the hot carriers and the impact ionizations occurred near source in Schottky barrier MOSFETs [12],
the number fluctuation noise is different to that of traditional MOSFETs. It will be deteriorated without
the screening of the drain field.

. Consider the ambipolar conduction in Schottky barrier MOSFETs, the trap levels in full bandgap will
exacerbate a more noisy devices. Importantly, the Fermi level pinning in Schottky source/drain barriers
are dependent upon the varied gate voltage during device switching.

4. Excluing surface channel, Schottky barrier diodes or nonrectifying contacts are also vertically formed at
the metallic source/drain region. The presences of the trap states in the depletion region of the reversely
biased junctions will lead to G-R noise, which might be minimized using SOI or double gate structures.

. Furthermore, noise behaviors are affected by the process variations in a variety of metal silicides and
dopant impurities during silicidation and segregation. However, the generation mechanisms of the
interface traps incorporated with dopant segregation are not well examined previously.

—_
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Superconducting transition edge sensors (TESy@ideatures below 100 mK are involved as fast
and sensitive cryogenic microcalorimeters or bol@mgefor high resolution X-ray and single photon
spectroscopy and for the detection of submillimiged IR radiation [1]. Their detection limit is
influenced by the thermal fluctuation noise beydne Johnson and SQUID amplifier contributions to
global noise power. Voltage fluctuations in supediectors were attributed temptatively to the thérma
link with the radiation absorber thin film [2].

Occurrences of weak thermal links with substratesewobserved in superconducting thin films.
Excess noise was detected in Mgfin films well below the transition temperaturg, Hue to
correlated fluxon avalanches, originated by theragmetic instabilities [3]. At temperatures T<<T
avalanches propagate through the thin film geomeitly the typical features of dendritic structurks.
the frequency behaviour of the noise power spectaumide peak superimposed to the 1/f and other
noise sources was attributed to avalanche cowali.

In the present work we investigate the excess raliserved in TES devices as reported by many
Authors [5-6]. This noise has been characterizedetail and it has been observed by numerous groups
using TES made in very different ways, but theiorigf this unexplained noise is still unsolved [7,8
The main features to be explained are twofold amdtern:

a) the wide peaks in the power spectrum in thegdnfj0 kHz as reported in Fig.1

b) a peak in the behaviour of noise vs the norredlelectrical resistance R/Bs reported in Fig.2.

00 1 18 100 10°
Frequency (Hz)

Fig. 1 Current noise power spectrum vs frequency in AUTTES device. The best
solid curves accourfor quantitatively the experimental excess n¢gpiares) and tl
global noise (circles and thin line) from ref.5 addThe best fit curves (thick line
are obtained with the model parameters s=125+ 20us andvg=1200 Hz.

We explain the experimental wide peaks concern)nig é&erms of our statistical model ishich
noise is given by sequences of generalized elememteents, by elementary events clustered in
avalanches and by correlation among avalanchdsglt we report the excellent fitting of the excess
and of the global noise frequency behaviour in/Aithin film. We estimate from model parameters

that small mean avalanches of 20 fluxons (elemgresents) and shorter elapsing timings between
subsequent avalanches than in other supercondwmisvolved in wide peak noise processes. Since
TES are operated far from equilibrium among theestgnducting film, the substrate and the radiation
detector, it turned out difficult to apply microgio theories to explain noise from TES [5]. Furtttbe
complex interactions between magnetic fields, biasent flow and the superconducting phase make it
difficult to understand the internal state withihet TES. In our previous investigations on
superconducting thin films, the wide peaks in tlwsver spectra vs frequency were obtained in the
dendritic regime, i.e. at temperatures close8, pproximately.

| | \O | ol
00 02 04 06 08 10 12

RIR,

Fig. 2 Experimental excess noise (in a.u.) of a TeS8ice (black circles) vs t
normalized resistance in comparison to the behasifrom simulations from ref
and 9 (open circles and full line, respectively).

In operative conditions, the internal state ofsbperconducting portion of the device switches betw
the normal and the superconducting state, suggestinpercolation model as an alternative
phenomenological representation of the complexitaeand electrical dynamics.

The experimental results, obtained from a serie§®$% impedance and noise measurements
concerning b) are reported in Fig.2 (full circle).the same figure we have reported results from
simulations of the TES as a 2D network of resisgélements [7, open circles] and from a 3D network
[9, full line] of resistors some of which are ramndyg shorted (random resistor network RRN). With
respect to usual percolative approaches, we intediun our dynamical percolative model [9], a
correlation between two subsequent network corditipns and we considered the entire sequence of
networks as representative of the time evolutiothefsystem.

The relationship between correlated avalanchéknodns and correlated networks of weak-links
is still an intriguing topic to be answered to pdwn the excess noise in TES devices.
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High frequency noise in mesoscopic conductors:
A novel algorithm for the self-consistent computations of
particle and displacement currentswith quantum trajectories
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In the DC (or zero frequency) regime of mesoscapicductors the noise can be computed from tt
fluctuations of the rate at which electrons croggvan plane. However, in the high-frequency regiome
must go deeper into the meaning of current measmenihe experimental current density is not ohdy t
particle current density';p(h), but also the displacement current dens'j;y{,t), proportional to the time-

dependent variations of the electric field. Theattaturrent density,j(Fyt):jp(F,t)+jd(F,1), is what is

measured in the amperimeter located far from thiveacegion of the conductor because it fulfills &
conservation lawH [ J(P.t) =0. As a consequence, the total current evaluated dvea glane inside the
conductor are equal to that in the amperimetes (thhot true for the time-dependent particle quredone)

In general, most noise quantum theories for messcoonductors use non-interacting electrol
models. These theories are incompetent to deal igh-frequency regimes of mesoscopic systen
because they fail to achieve the total current exvadion [1,2]. In order to ensure the conservatibthe
total current, one has to deal with the self-cdesissolution of the Poisson equation (representir
electron-electron interactions) together with a yaparticle Schrodinger equation. In fact, due te th
computational difficulty in directly following thigath, the development of a general framework fc
modeling high frequency noise on mesoscopic comdsicstill remains arunsolved problem. In this
conference, we propose a general and versatilé@oho this problem.

2 Quantum dynamics of many-particle systems

The time-dependent evolution of a systemNofcoulomb- and exchange-) interacting electrons
described by the following many-particle Schrodingguation:

ror
G LT (A Np? ror r
|h(1TN)={;—%D§ +U (..l 1 )}QD L ht ) (1)

where Fl,...,r'N are positions of th&l electrons. The potential energb('rl,_,_,r'N t ) takes into account the

Coulomb interaction among all electrons and thee rof an external battery. However, from ¢
computational point of view, the direct solution &%uation (1) is inaccessible because (for a reates
with N_ points) it implies manipulating matrixes of N elements.

Alternatively, it is well-known that an “infite” set of Bohm trajectories extracted from equiat{1) do
exactly reproduce the mean results obtained fmz(rfrl\,...,r'N 1) and its fluctuations (through the uncertainty

on the initial conditions of each many-particle Bolrajectory). In principle, the computation of Buc
guantum trajectories does also deal with the sameea$ matrixes. However, we have recently shown [
that many-particle Bohm trajectories associate(lyacan be computed from a (coupled) system oflsing
particle time-dependent Schrodinger equations whosnerical complexity is just-N2:

r

I 2
ih"‘”a—“a‘%{—h 02 +U (1 1046 ()43 (3 )}w!;) @

ot 2m
where {i{,....f,[t]} are the set oN Bohm trajectories. The terms,(f,t) and J (t,.t) are additional
potential energies whose exact value is unknownthai can be estimated through educated gueskes [3

3 Sdf-consistent computations of particle and displacement currents

In this conference, we extend the work presit [3] to high frequency regime. The relevaninpof
our proposal is that the evaluation Of(i[t],..T.,.f E]t) in (2) at each time step involves ory®

variables, since all positions are fixed excé;:\t Therefore, this term can be related to a 3D Baiss
equation where the charge density for eabahelectron is related to all Bohm trajectories e)tcéa[x].
Then, J,(ft) is related (self-consistently) to the temporaliatiwns of U (F[t],.,%,,.. E]t) and 3,(Fnto

the velocity of these Bohm trajectories. From a atiaal point of view, rather than directly compufithe
total currenti(t) at one plane, it is more appropriate to use a guanersion of Ramo-Shockley theoremr
[4] through a volumeQ limited by a surfacs:

|(t)=_jFr(rr)Drp(rr,t)m3rr+ Ilir(rr)B(rr)B(%Ao(rrI)sr ®)

where |':(rr)is a particular solution of Laplace equation [éﬁ) is the electric permittivity and\)('r,t) is
related to all the termg (f[t],.,1.,..f ,E1t) in the coupled system of equations (2).

The high-frequency power density of the entrfluctuations (or higher order cumulants) ar
numerically obtained directly from the total curréfi), computed in (3), after using autocorrelation an
Fourier transform tools. The algorithm is useful 3® systems withN around 100 electrons. As a relevan
example, in the conference we will show numericatadtesting the importance of the self-consistel
simulation of fld(F,t) and jp(h) for the high-frequency noise of a double/tripleriza structure that is

driven by a gate voltage working at hundreds of GHz
4 Conclusions

Due to its computational difficulty, the developrhesf a general framework for modeling high
frequency noise on mesoscopic conductors still niesnanunsolved problem. In this conference we
present a new and versatile approach for the selistent simulation of particle plus displacemer
currents. The self-consistent coupling betweenetleetron dynamics obtained from equation (2) ared tt
electrostatic potential (obtained from the 3D Pmisgquation) is achieved by using quantum (Bohn
trajectories [3] . Our approach allows accurateutations of quantum THz nanoelectronics proposats a
reveals information about internal time (energygls®f mesoscopic systems, not available from previ
DC (non-interacting) transport models.
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Dynamics and Third Cumulant of Quantum Noise
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The existence of the third cumulant S3 of voltage fluctuations has demonstrated the non-Gaussian
aspect of shot noise in electronic transport. Until now, measurements have been performed at low
frequency, i.e. in the classical regime hw < eV, kT where voltage fluctuations arise from charge transfer
process [1, 2]. We report here the first measurement of S3 at high frequency, in the quantum regime
hw > eV, kgT. In this regime, experiment cannot be seen as a charge counting statistics problem
anymore. It raises central questions of the statistics of quantum noise, in particular:

1. The electromagnetic environment of the sample has been proven to strongly influence the mea-
surement, through the possible modulation of the noise of the sample [1]. What happens to this
mechanism in the quantum regime?

2. For eV < hw, the noise is due to zero point fluctuations and keeps its equilibrium value: Sy = Ghw
with G the conductance of the sample. Therefore, Sy is independent of the bias voltage and no
photon is emitted by the conductor. It is possible, as suggested by some theories [5, 6], that S3 # 0
in this regime?

With regard to these questions, we give theoretical and experimental answers to the environmental effects
showing they involve dynamics of the quantum noise. Using these results, we investigate the question of
the third cumulant of quantum noise in the a tunnel junction.

1 Dynamics of Quantum Noise in a Tunnel Junction under ac
Excitation

In the same way as the complex ac conductance G(wg) of a system measures the dynamical response of the
average current to a small voltage excitation at frequency wy, we investigate the dynamical response of
current fluctuations x,,, (w), that we name noise susceptibility. It measures the in-phase and out-of-phase
oscillations at frequency wp of the current noise spectral density Sa(w) measured at frequency w.

‘We present the first measurement of the noise susceptibility, in a tunnel junction in the quantum regime
hw ~ hwy > kpT (w/27 ~ 6 GHz and T ~ 35mK) [3]. We observe that the noise responds in phase
with the excitation, but not adiabatically. The results are in very good, quantitative agreement with
our prediction based on a new current-current correlator that we calculate for a coherent conductor at
arbitrary frequencies in the scattering matrix formalism [4]:

Xeo (W) o (i(w)i(wo — w)) (1
We show that the noise susceptibility is a central concept in the understanding of environmental effects
on quantum transport. In particular, we reformulate the Dynamical Coulomb Blockade in terms of the
noise susceptibility at wy = w providing a natural extension to existing results.
2 Quantum Noise Fluctuations
The current fluctuations are usually characterized by their spectral density Sa(w) = (i(w)i(—w)) measured

at frequency w but are fully described by the whole of cumulants S, (w1, ...,wn—1), n > 2 related to high
order correlations. Whereas book knowledge is that the measurable spectral density of a current operator

i is the symmetrized noise correlator, i.c. ™) (w) = 1/2 (i(w)i(—w) + i(—w)i(w)), measurements of

higher order cumulants are pointing out the problem of appropriate symmetrization.

We have investigated the third cumulant S3(w, 0) of the voltage fluctuations of a tunnel junction in the
quantum regime. The experimental setup is based on ”classical” detection scheme using linear amplifiers
(see Fig. 1la)) and the results are in qualitative agreement with theoretical results: S3(w,0) remains
proportional to the average current and is frequency independent [5, 6].

Nonetheless, this result asks the intriguing question of the possibility to measure a non-zero third cumulant
in the quantum regime hw > €V, whereas the noise Sa(w) is the same that at equilibrium and given by
the zero-point fluctuations. It is pointing out the consequences of the detection scheme on the outcome
of the measurement. Indeed, contrary to the ”classical” detection scheme (see Fig. la)), it is clear that
a detection involving a photodetector (see Fig. 1b)) would give S3 = 0 for eV < fiw owing to the lack of
photon emission.

a) bandpass

) filter square law

Ilne_a.r detector

amplifier
S(w,5w)
tunnel
™ junction

b)

Figure 1: (a) Experimental detection scheme. The symbol @) represents a multiplier, which output
is the product of its two inputs. The diode symbol represents a square law detector, which output is
proportional to the low frequency part of the square of its input. S3(w,dw — 0) is given by the product
of the square of high frequency fluctuations with low frequency fluctuations. (b) Equivalent detection
scheme using a photodetector to measure square of high frequency fluctuations.
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Josephson Junctions as Threshold Detectors of the Full
Counting Statistics

Tomas Novotny

Department of Condensed Matter Physics, Faculty of Mathematics and
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Josephson junctions were theoretically proposed as threshold detectors of the Full Counting
Statistics (FCS) several years ago [1, 2]. Since then there have been increasing efforts to
implement the concept [3, 4] as well as to refine and extend the original theory to
experimentally more relevant cases [5, 6]. Despite this intensive effort, the initial promises
associated with the method haven’t been realized yet.

I will review the present experimental and theoretical status of the field and afterwards I will
mainly focus on the critical evaluation of the existent theories with respect to their apparent
failure to give quantitative account of the experimental findings. I will argue that the
persistent discrepancy is most likely due to insufficient precision of the evaluation of the
escape rates under the influence of the non-Gaussian noise. Evaluation of the exponential
prefactor of the escape rates seems to be the next goal which should be addressed by the
theorists in order to achieve quantitative comparison with the experimental results.

Despite the fact that conceptually the problem of escape rates due to non-Gaussian noise was
addressed decades ago (see Ref. [7] and references therein) the present problems stem from
the necessity to perform calculations in experimentally relevant regime with stringent
accuracy which pushes us beyond the achieved results and calls for the development of new
insights and efficient methods. In view of these difficulties the suitability of the threshold
detection of FCS, especially with Josephson junctions, may need to be reevaluated.
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Stochastic Resonance in complex systems
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In this talk, I review some questions concerning the behavior of stochastic resonance in complex
systems. In particular, I will discuss the case of a "random” and ”regular” network whose connectivity
matrix (links among the nodes) is fixed. Each node has a simple dynamical behavior with multiple
equilibria. This system is the prototype of many interesting questions which are still to be analyzed in
details. T will try to underline questions which might be investigated theoretically and/or experimentally.
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The description of rare reactive events in nonequilibrium systems which lack detailed balance repre-
sents difcult theoretical and computational challenges. Examples of such events include phase transitions,
chemical reactions, bio-chemical switches, or regime changes in climate. Brute force simulation of these
events by Monte-Carlo or direct simulation of Langevin equations is difcult because of the huge disparity
between the time step which must be used to perform the simulations and the time scale on which the
rare events occur. Familiar concepts such as the minimum energy path which are often used to explain
rare events are inappropriate because there is no energy landscape over which the system navigates.

In this talk, I will discuss techniques to describe and simulate rare events which build upon one
property of these events, namely that their pathway is often predictable, even in nonequilibrium systems.
The reason is that when an improbable event occurs, the probability that it does so in any other way
than the most likely one is very small because all these other ways are even much less probable. This
statement can be quantified within the framework of large deviation theory and it can be used to design
efficient algorithms to compute the pathways of the rare events and estimate their rate of occurrence.
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Summary. Kotelenez (1995a,b) introduced a model of correlated Brownian motions as a perturbation
of as system of coupled stochastic ordinary differential equations (SODEs). The associated measure pro-
cess is a solution of a stochastic partial differential equation (SPDE), similar to the transition from the
description of N point vortices by a system of coupled ordinary differential equations (ODESs) to a first
order partial differential equation (PDE - the Euler equation) for the vorticity in 2D fluid mechanics
(cf. Chorin (1973) and Marchioro and Pulvirenti (1982)). In 2005 Kotelenez derived a system of N
correlated Brownian motions as a kinematic mesoscopic limit from a system of nonlinear deterministic
oscillators consisting of N large (solute) particles and infinitely many small (solvent) particles. The os-
cillators were coupled by a mean field force between the large and the small particles. The correlated
Brownian motions are represented as the convolution of a d—dimensional kernel G. with standard Gaus-
sian space-time white noise w(dr,dt). The kernel G, is a properly rescaled version of the mean field
force from the system of oscillators where ¢ is the correlation length. Kotelenez, Leitman and Mann
(2007) carried out a careful analysis of these correlated Brownian motions in the context of modeling the
depletion effect in colloids (cf. also Kotelenez, Leitman and Mann (2005)). For space dimension d > 2
they showed that two correlated Brownian particles when close have an initial tendency to attract each
other further. For large times they behave like independent Brownian motions. The key to their short
time result is a generalization of the one-dimensional probability flux, as defined by van Kampen (1983)
to d > 2 dimensions. Refer also to Kotelenez (2008) for more details on all of the results mentioned above.

At least two unresolved problems arise in the work of Kotelenez, Leitman and Mann.

(1) For d > 2 and a Mazwellian kernel G (as well as similar unimodal kernels) there is an attractive
zone for very short distances between the Brownian (solute) particles and a repulsive zone at moderate
distances. At large distances there are no visible correlations. The presence of the repulsive zone is a
mathematical fact. The problem is whether the physics requires such a zone and, if not, whether it is
possible to define correlated Brownian motions without such a repulsive zone.

(2) Can one define correlated Brownian motions in space dimension d > 2 for which two Brownian
particles are trapped for all time at a sufficiently short distance?
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Weakly Non-ergodic Noise: From Blinking Quantum
Dots to mRNA sub-diffusing in the cell
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Israel

Time averages of intensity correlation functions of blinking quantum dots (QDs) exhibit ergodicity
breaking. QDs when interacting with a continuous wave laser field turn at random times from state on
in which many photons are emitted to a dark off state. The PDF of on and off times follows power law
statistics 9(t) ~ t~(17) with 0 < o < 1. Hence the average on and off time diverges. In such scale
free dynamics the time averages remain random even in the long time limit, since no matter how long
we perform a measurement, the measurment time is shorter than the characteristic time scales of the
dynamics. The time average of the intensity or intensity correlation function, measured in experiment,
are irreproducible random variables as shown by the group of Maxime Dahan. We find the distribution
of these Physical observables and explain the non-ergodic behavior in terms of an Onsager model [1].

However power law sojourn times are not limited to blinking Quantum dots. They are found in a very
broad range of of dynamics stochastically modeled by the continuous time random walk theory. Such
random walks exhibit, anomalous sub-diffusion and aging which in turn is related to the profound concept
of weak ergodicity breaking introduced by Bouchaud. The same type of ergodicity breaking describes
other dynamical systems and models [2, 3, 4].

Hence the basic question is what theory replaces standard ergodic statistical mechanics for such
systems? A general theory of weak ergodicity breaking [5], based on Lévy’s generalized central limit
theorem, gives the distribution of the time averages of physical observables for these systems. Let O be
a physical observable, in a system with @ = 1,---, L states. When the system is in state x the physical
observable attains the value O,. Let a describe the power law waiting times, specifically in the well
known continuous time random walk model (22) ~ ¢* so « is the anomalous sub-diffusion exponent. The
probability density function of the time average O is
YL P (0 -0, +i)* !

T e—0 Z;’:l el (@ -0, + ié)a ’
where P4 is the probability in ensemble sense to occupy state x. Validity of this equation is discussed
in the talk. For models with thermal detailed balance P9 is Boltzmann’s canonical law. Eq. (1) applies
in the long time limit, and when o — 1 we have ergodic behavior fo (0) = (O — (0)).

There are many open questions with regard to this approach to non-ergodicity. For example can
this approach describe physical systems in the thermodynamic limit, or is it applicable only for out of
equilibrium systems (e.g. quantum dots driven by a laser field). When an ensemble of blinking dots
is measured one cannot identify easily the non-ergodic behavior since the signal is averaged over many
particles. If a single particle exhibits a non-ergodic behavior, how do we describe the transition to the
many particle behavior? Is this transition smooth? Further recent experiments on single mRNA diffusing
in a cell exhibit irreproducible results of the time average anomalous diffusion constant, which might be
related to weak ergodicity breaking. There is therefore an open challenge to describe this biological
system in terms of non-ergodic noise.

o))
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Heat fluctuations in systems in contact with heat
baths at different temperatures
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Figure 1: Heat pdfs for the Ising model on a lattice 2 x 100 where the two lines of spins are in contact
with heat baths at 7= 3 and T' = 4. Heat values are collected over times of 7 = 3,15,100 Monte Carlo
Sweeps (MCS) in a history of 108 MCS.

A general symmetry has been recently discovered in the fluctuations of nonequilibrium systems [1, 2].
Further Fluctuation Relations (FRs), for both stochastic and deterministic systems, have subsequently [3] F. Ritort, Advances in Chemical Physics (to appear)
been obtained; for recent reviews, see e.g. Refs.[3, 4, 5]. FRs are expected to be relevant for nano— and

biological sciences [3, 6], where typical thermal fluctuations are of the same magnitude of applied forces. [4] L. Rondoni and C. Mejia-Monasterio, Nonlinearity 20, R1 (2007)

However, most of these relations still need to be tested in experiments or numerical simulations and their [5] R.J. Harris and G.M. Schiitz, J. Stat. Mech. PO7020 (2007)
applicability has to be clarified for interacting systems which can undergo phase transitions. ’
We first consider here the case of systems in contact with two heat baths at temperatures T (j = 1,2), [6] C. Bustamante, J. Liphardt and F. Ritort, Phys. Today 58, 43 (2005)

exchanging with them the heats Q; - in the time interval 7. Under stationary conditions, the fluctuation
relation reads as
P(Qir)

In =<~ -0 (i - i) at large T (1) [8] G. Gonnella and M. Pellicoro, J. of Phys. A: Mathematical and General 33, 7043 (2000)
P(=Qjr) T T

where P(Q; ;) is the pdf for the heat Q; . The relation essentially connects the probability of positive

to that of negative values of the entropy production.

We will study the above relation in the context of the Ising model and of an intrinsically nonequilibrium
model where the temperature at each lattice site depends on the local spin configuration [7]. These
models have been chosen as paradigmatic examples of statistical systems with many interacting degrees
of freedom and phase transition. An example of behavior of probability distribution function for the
exchanged heat is given in fig.1 for the case of the Ising model at temperatures T'= 3 and T' = 4.

In both models the pdfs have a maximum at positive (negative) values of the heat exchanged at higher
(lower) temperature. We find that the FR (1) is verified above the critical point and the pdfs are gaussian.
When one or both the temperatures of the heat baths are below the critical region, the corresponding
pdf’s are very narrow, not gaussian, with a maximum close to the origin of zero heat exchanged. Also
in this case the fluctuation relation is verified, at very late times, longer than above the critical point.
Moving from low temperatures towards the critical point, larger fluctuations occur and the pdfs become
wider with the typical behaviour of high temperature. We discuss this phenomenology in relation with
the behaviour of the characteristic times required to restore ergodicity in the systems.

We want also to show and discuss results for more open problems concerning the nonequilibrium
behaviour of heat fluctuations. For systems in contact with more than two heat baths we find that the
fluctuations of the currents flowing in the systems are still related by a FR to the entropy production.
Finally, we consider steady states of Ising systems subject to external driving [8]. In transient pro-
cesses between different steady states corresponding to different driving, we show numerically that the
mechanical work and not the heat verifies a Fluctuation Relation. We will discuss this behaviour.

[7) A. Piscitelli, F. Corberi and G. Gonnella, in preparation.
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Classification of input signals based on input-output
curves

Ondrej Pokora
Department of Mathematics and Statistics, Masaryk University
Janackovo namesti 2a, 60200 Brno, Czech Republic

Petr Lansky
Institute of Physiology, Academy of Sciences of Czech Republic
Videnska 1083, 14220 Prague 4, Czech Republic

Neuronal responses evoked in sensory neurons by static stimuli are usually quantified by firing fre-
quency which is plotted versus stimulus level, the frequency transfer (stimulus-response, input-output)
function. The aim of the present contribution is to summarize and illustrate what is the range of im-
portant signals under two different points of view and we show that the role of noise is crucial in both
approaches.

To obtain the range of stimuli which are identified at best, we propose to use measures based on Fisher
information [1, 2, 3]. as known from the theory of statistical inference. To classify the most important
stimuli from information transfer point of view, we suggest methods based on information theory [4, 5, 6].
These are two very different criteria as for example very informative signal may happen to be difficult to
identify. We show that the most suitable signal, from the point of view of its identification, is not unique
and the same holds for the most informative signal. A generic model of the response function is studied
under the influence of several different types of noise. Finally, the methods are illustrated on a model of
olfactory sensory neuron and data registered from such a neuron [7]. The open problem is classification
of the input signals if the assumption of the rate coding is violated.
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Asymptotic continuous-time random walk models for
deterministic diffusion

Markus Niemann and Holger Kantz
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Abstract

Since the introduction of the continuous-time random walk (CTRW) by Montroll and Weiss [7], its
concept has been successfully applied to model sub- and superdiffusive processes. Some recent examples
are: blinking quantum dots [5], wind modeling [6], human travel [3] and economics [8].

We extend the description by Fogedby [4] with two independent stochastic differential equations by
setting up a general description of a (possibly) space-time coupled version of a CTRW with continuous
7virtual time”. We identify the self-affine ones which emerge as long time limits. The method allows to
give an interpretation of a result obtained by Becker-Kern, Meerschaert and Scheffler [2].

In a setting similar to Beck and Roepstorff [1], we identify the components of such CTRWSs from
the probabilistic behavior of these maps. In particular, we include classes with non-normalizable ergodic
measure. Hence, we obtain a stochastic model for the long time behavior. This setup is exemplified ana-
lytically and numerically in a Manneville-Pomeau like setting. Depending on the ranges of the parameter
we obtain sub- and superdiffusion.
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Comparisons of noise spectroscopy analyze and
microplasma noise sources
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This paper deals with comparisons of noise spemmsand detection of microplasma noise sourcésein
three new type of solar cells G1, G3 and G5.

The passivation and antireflection structure of1Gdnd G1/4 specimens comprises a double lay
formed by thermal silicon oxide (about 10 to 15 ramyl silicon nitride LP CVD (about 70 nm). The ARC
layer of G1/5 and G1/7 specimens consists of a &ider of a thickness of 75 nm.

The solar cells of type G3: after the double sidegpe diffusion process is completed and, prior t
the subsequent deposition of the ARC (anti-reftectayer), this junction (of a thickness of aboutrt) is
etched away from the rear side. For two cells,ghssivation and antireflection layer of G3 specimer
consists of an LP CVD Si3N4 layer (80 nm) and,tfeo other cells, of a double layer of thermal sitic
oxide (about 10 to 15 nm) and silicon nitride LPYabout 70 nm).

The solar cells of type G5:For two cells, the passin and antireflection layer of G5 specimen
consists of an LP CVD Si3N4 layer (80 nm) and,tfeo other cells, of a double layer of thermal sitic
oxide (about 10 to 15 nm) and silicon nitride LPIZ{about 70 nm).

The generation of microplasma is influenced by ssviactors. The first of them is defected silicor
crystal-grid causing non-homogeneity of paramethed, in turn, creates visible defect. The secand
dislocation of PN junction. At places where junatis thinner or mechanically damaged, the micraptas
discharge and emission of light is present.

Another sign of observed microplasma is noise, Wwhias random spectrum in frequency rang:
Microplasma noise is measurable even before traioreof light emissions. That provides a way ttagb
information about microplasma creation with exigsioaverse voltage. Voltage needed for observation
microplasma highly depends on solar cell area anerse voltage.

CCD camera
with coling chip

e Filters

Objective

Pomwer supply

Fig. 2 — Sample — microplasma method:
scanning time 30s, current 0,11A, voltage 4,0V,
clear filter

Fig. 1 — microplasma method workplace

The basic principle of measuring method is conngctihe solar cell to the source of reverse voltag
Creation of microplasma takes place at spots with-llomogeneity in structure of PN junction. Light
emission is exhibited in full spectrum range. THeole process is observed with a special CCD cameaaa
dark special cryogenic box. CCD camera G2-3200 Voith noise Kodak chip KAF-3200ME is used for
measuring.

Compared second method we used for quality evaluatias the noise voltage spectral densil
measurement in forward biased voltage. The noideag® being picked up across a load resistan
R.=100Q, at a band mean frequency of 1 kHz and a bandwitii® Hz.

According to the transport and noise characteriatialysis of the mentioned double-sided alka
texture silicon solar cells, it is obvious thattbeiquality has been achieved by the structurd@®fG3A/5
and G3A/7 specimens, this junction (of a thicknafssbout 1 um) is etched away from the rear side.

The G1/1 and G1/4 specimens in which an oxidiéride passivation double layer has been use
show much worse noise properties. The noise paeasate likely to have deteriorated in the coufsb®
high-temperature oxidation as a consequence ofiaddli activation of phosphorus donors in the rayer
and the subsequent diffusion spreading of the ddager (which can be recognized from the laye
resistance value change). The high thermal sthesSitchips are exposed to can also reduce therityino
carrier life time.
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Fig.3. The noise spectral density as a function of
forward voltage for nos. G1/4, G3/1 and G5/1
solar cells in forward direction.

Fig.4. The noise spectral density versus
frequency for mos. for nos. G1/4, G3/1 and G5/
solar cells in forward direction
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Frequency Noise Contributions in External Cavity
VCSELS using Homodyne Spectrum Analysis
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Laser technology is maturing rapidly and is finding applications in areas such as high resolution
spectroscopy, medicine, optical telecoms, metrology, where highly coherent tunable low noise sources are
required. Single frequency tunable high-power solid-state lasers rely on intracavity filtering. A more
compact design can be achieved using a simple External-cavity VCSELs (VeCSELs), to develop high
power highly coherent laser. VeCSELSs exhibit single-frequency operation in the 0.8 — 2.5um range and
wide mode-hope-free tuning range. They offer continuous wave operation at 300 K with high output
power and a TEMyy beam [1, 2]. In terms of frequency noise, the linewidth of these lasers is well
known to be limited by the mirror mechanical fluctuations. In this paper, we study the influence of these
fluctuations on the linewidth measurements using the heterodyne technique.

1 VeCSEL Design and Single Frequency Operation

Here, we present a GaAs-based VeCSEL emitting at 1ym formed by a half-VCSEL (fig. 1-a and b),
a 10 — 25mm air gap to stabilize single longitudinal mode operation, and a commercial concave mir-
ror (99% of reflectivity). The half-VCSEL structure is composed of a HR AlAs/GaAs Bragg Miror, 6
InGaAs/GaAs(P) strain compensated quantum-wells (QWs) and a SiN antireflection coating.
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Figure 1: VeCSEL device, Schematic View and RIN Spectrum.

The external mirror is held by an ultra-stable mirror mount. A low noise 200mW single transverse
mode 800 nm commercial pump laser diode (battery biased) is focused on a 30um spot size at 65 degrees
incidence angle. The components are glued on the breadboard and inserted in a metallic box. Single
frequency operation (SMSR > 40dB) is obtained up to 50mW output power (pump power limited, 35%
slope efficiency) at 295K, without any intracavity spectral filter thanks to the QW homogeneous gain [1].
The VeCSEL was linearly polarized along the [110] crystal axis due to QW gain dichrosm.

2 Frequency Noise Study using the Homodyne Spectrum

Besides the fundamental white noise sources, VeCSELS exhibit some excess noise sources (fig. 1-b). In
this paper, we will consider the following ones : the mirror position fluctuations (that will be identified

Normalized Intensity (dB)

by some specific vibrations at low frequencies), the noise from the pumping system (that operates like a
modulation signal), and the noise from the VeCSEL chip itself (usually 1/f noise due to cristal defects
or surface state effects [4]).

A good picture of these noise contributions can be obtained thanks to amplitude noise measurements.
The RIN (Relative Intensity Noise) spectrum displayed in fig. 1-c clearly shows the white noise (quantum
noise) contribution, the 1/f slope and some mechanical spikes in the 100H z — 1kH z range. This figure
also demonstrates that the VeCSEL under test is not disturbed by the noisy pump, because the VeCSEL
reaches the fundamental laser quantum noise level in spite of a super-poissonian pump source.

To obtain the VeCSEL Frequency Noise, we study the spectrum obtained thanks to the delayed homo-
dyne technique, using a 5us delay between the two paths. The photo-detected signal at the output of the
interferometer is amplified and then Fourier-transformed thanks to a high resolution FFT Analyser. The
distinct FM Noise contributions are extracted by fitting the measured spectra with an FFT-transformed
I'(7,79) autocorrelation function, with 7 the time and 7y the time delay. Whereas the I'(7,79) func-
tions associated to 1/f and white noise are well known [3], we established the I'(7, 7)) for mechanical
fluctuations, assumed to be a simple direac peak in the FM noise spectrum :

sin? (77 fo) sin® (770 fo) )
1
with fo the peak frequency and A0 its frequency fluctuation power in Hz2.

For lasers dominated by white and 1/f frequency noise, the homodyne spectrum obtained with too
small delays or too narrow linewitdth lasers is known to be composed by an exact dirac peak at 0 Hz (the
so-called ”coherence peak”), followed by oscillating wings at higher frequencies (fig. 2-a and -b) which
shape strongly depends on the 1/f and white noise levels [3]. If we introduce a mechanical contribution
in the frequency noise spectrum (a dirac peak at a given frequency in the 100Hz — 1kH z range, inset
fig. 2-b), the resulting homodyne spectrum becomes nearly Gaussian around 0 Hz and the wings become
stronger in magnitude with exacly the same shape (fig. 2-a). Thus, neglecting the mechanics contribution
(which is the strongest one in VeCSELSs) leads to erroneous results for both the 1/f and the white noise
PSD (Power Spectrum Density) values.

Dinechanies(T; 7o) = exp <—8A0
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Figure 2: VeCSEL Homodyne spectrum for 5us delay and Frequency Noise.

To illustrate this, we fitted twice the measured homodyne spectra, once considering only the 1/f
and white FM noise in the expression of the autocorrelation function, and once more introducing the
mechanical contribution in this function (fo = 500Hz, fluctuation power A0 = 7.10'® Hz?). The white
FM noise results shown in fig. 2-c clearly exhibit an error stronger than 300%, whereas both sets of
values follow the classical 1/P,,; slope.

A similar error were observed for the 1/ f noise, estimated at 5.10°Hz?/Hz at 1Hz for the mechanical
contribution free fit, and at 2.10°H22/Hz in the other one.
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The problem of escape from a metastable states investigated by Kramers [1] is ubiquitous in almost
all scientific areas (see the review [2]). The main tool to investigate the barrier crossing problem remains
the first passage times technique. But for anomalous diffusion in the form of Lévy flights this procedure
meets with some difficulties. First of all, the fractional Fokker-Planck equation describing the Lévy flights
is integro-differential, and the conditions at absorbing and reflecting boundaries differ from those using
for ordinary diffusion. Lévy flights are characterized by the presence of jumps, and, as a result, a particle
can reach instantaneously a boundary from arbitrary position. One can mention some erroneous results
obtained in [3], because author used the traditional conditions at two absorbing boundaries. There are a
lot of numerical results regarding the different time characteristics of Lévy flights, but obtaining analytical
results remains an open problem (see Ref. [4]).

In our opinion, the nonlinear relaxation time technique is suitable for analytical investigations of
Lévy flights temporal characteristics, because does not request a constraint of some boundary conditions.
According to definition, the mean residence time in the interval (L, Lo) reads

o0 "Ly
T(a:o):/o dt/L P (x,t|x0,0)dx, (1)

where zq is the initial position of all particles (zo € (L1, L2)) and P (x,t| zo,0) is the probability density
of transitions. Changing the order of integration in Eq. (1) we obtain
Lo

T (xz0) = | Y (2, 20,0) dz, (2)

where Y (z, z¢, s) is the Laplace transform of the transient probability density P (x,t|zg,0)
Y (@, z0,8) = / P (z,t|z9,0) e dt. 3)
0

Making the Laplace transform in the fractional Fokker-Planck equation for Lévy flights in the potential
profile U ()
oP 0 o“P
—=—[U ()Pl +D-—5 4
5 = 5 U@ Pl4 Do (4)

and taking into account the initial condition P (z,0]|z,0) = é (z — z¢), we get

d d*y
%[U/(Z)Y]JrDW75Y:76(z710). (5)
If we put s = 0 in Eq. (5) and make the Fourier transform we obtain

ezkx(\

,7,i S a-1_ >
U( i Y —iD k| “sgn (k)Y = ) (6)

where
00

Y (k,20) = /7 Y (,%0,0) e**dx (7)

and sgn z is the sign function. After solving Eq. (6) we can calculate the mean residence time as

1 +0o o—ikLy _ o—ikLz _

T (x9) = i ) T Y (k,x0) dk. (8)

Although Egs. (6) and (8) are useful tool to analyze the temporal characteristics of Lévy flights in
different potential profiles U (z), obtaining the exact analytical results even for the case of Cauchy stable
noise excitation (o = 1) remains the one of unsolved problem in this area.

This work has been supported by Russian Foundation for Basic Research (project 08-02-01259).

References

[1] Kramers, H. A., Physica 7 284-304 (1940).

[2] Hénggi, P., Talkner, P., and Borkovec, M., Rev. Mod. Phys. 62 251-341 (1990).

[3] Gitterman, M., Phys. Rev. E 62 6065-6070 (2000).

[4] Chechkin, A. V., Gonchar, V. Yu., Klafter, J. and Metzler, R., Adv. Chem. Phys. 133 439-496 (2006).

74



UPON 2008

POSTERS: APPLICATIONS OF NOISE IN MEASUREMENTS, TECHNOLOGIES AND INFORMATICS

Stationarization via surrogates®

Pierre Borgnat & Patrick Flandrin
Université de Lyon, Ecole Normale Supérieure de Lyon
Laboratoire de Physique (UMR 5672 CNRS),

46, Allée d’Italie, 69364 Lyon Cedex 07, France
Prenom.Nom@ens-lyon.fr

When facing with experimental data, making a distinction between stationary and nonstationary
behaviours is often an important pre-processing step that may condition any subsequent analysis or
modeling. Whereas the concept of stationarity (in short, independence of statistical properties with
respect to some absolute time) seems to be unambiguous, its practical use turns out to be more subtle,
with additional implicit assumptions regarding, e.g., observation scales and a need for statistical decisions
aimed at assessing the significance of observed fluctuations over time (or space) in a single observation.

Those questions have recently been revisited from a time-frequency perspective, the basic ingredient
being a comparison between local and global frequency features [1, 2]. In order to cope with unavoidable
fluctuations when dealing with one single observation, the second ingredient of the approach is the
introduction of some “controlled noise” in the problem so as to characterize in a data-driven way the
null hypothesis of stationarity. More precisely, a family of stationarized time series is constructed from
the observation, each of them having a global frequency spectrum that exactly identifies with that of the
data, while being also reproduced locally. It therefore becomes possible to get from this set of time series
a statistical knowledge from which some significance for the rejection of the null hypothesis of stationarity
can be granted. A simple way of achieving the outlined program is to stationarize the initial data by
randomizing the phase of its Fourier transform. This is in fact a new use of the well-known technique of
surrogate data [3, 4] but, in contrast with more classical uses of surrogate data analysis where nonlinearity
is to be assessed (with furthermore a possible sake of conservation of nonstationary properties), the key
point here is to get rid of local frequency fluctuations in a transformed (time-frequency) domain.

This simple technique already proved efficient in some typical situations, but it also naturally calls
for extensions and leaves a number of questions open. More precisely, the presentation is proposed to be
organized as follows:

1. It will first outline the general framework of stationarization via surrogates as it has been introduced
so far in [1] and [2].

2. Two new variations will then be proposed:

e The first one is concerned with the general problem of transient detection, where the existence
of a time-frequency “patch” in a fluctuating background has to be given a level of significance.
In this case, the approach consists of constructing directly surrogate time-frequency distribu-
tions (as opposed to distributions of surrogate time series) via phase randomization in the
domain of their 2D Fourier transforms.

The second one deals with the detection of nonstationary correlations in multivariate data.
The problem is to find whether correlations between random signals stay the same along the
time, or if there is some kind of non-stationarity pertaining to the correlations between signals.
This question is solved in an equivalent manner, using here the multivariate formulation of
surrogates [5] that aims at keeping the cross-spectrum by multiplying, for a given frequency,
all the phases of the Fourier transforms for each variable by the same random rotation.

3. Finally, since all considered stationarization techniques involve some randomization, the ques-
tion of possible relationships with other resampling plans (such as bootstrap, jacknife, cross-
validation,. .. [6]) naturally surfaces and will be addressed as an open issue.

*This is part of an undergoing work supported by ANR StaRAC and conducted with the collaboration of Pierre-Olivier
Amblard (GIPSA-lab, Grenoble), Cédric Richard (UTT, Troyes) and Jun Xiao (ENS Lyon & ECNU, Shanghaf).
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Extreme Value Analysis of Heart Beat Intervals RR

Cecilia Pennetta! and Danuta Makowiec?
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2 Institute of Theoretical Physics and Astrophysics, Gdarisk, Poland

In recent years it has become clear that many physiological signals display fairly complex dynamics,
like for example long-term correlations, multifractality, non-Gaussianity etc., which reflect the complex
interplay of different biological mechanisms acting and competing in highly-organized organisms [1, 2,
3]. In particular, it has been realized that many biomedical signals contain much more information
than that catched directly “by eyes”. Moreover, such hidden information cannot be extracted by using
conventional statistical tools. For this reason, advanced statistical methods, conceived in the context of
complex physical systems, like detrended fluctuation analysis (DFA) [1, 2, 3, 4, 5], multifractal detrended
fluctuation analysis (MDFA) [1, 2, 3, 4, 5] or wavelet transform modulus maxima (WTMM)[5] have been
applied to the analysis of biomedical time series, like for example series made by heart beats or neural
records [6]. On the other hand, very recently, some authors [7, 8, 9, 10] have highlighted the effectiveness
of extreme value analysis (EVA) in the study of complex systems, in particular for what concerns the
development of forecasting techniques. Thus, our aim here is to explore the ability of EVA to extract
significant information from physiological time series. Precisely, we consider heart beat intervals RR
series, i.e. time series whose records are the time intervals between two subsequent picks of the so called
R waves, as measured in 24-h ECG Holter signals [5, 6]. These signals are known to fluctuate in a way
that reflects autonomic neural control on the sinus node [11, 12] - the heart first pacemaker. A great
number of tools have been developed to provide quantitative assessments of these fluctuations and then
to obtain indices of neural regulation of the heart rate [13]. Nevertheless, new methods of processing are
still looked forward.

Two sets of signals are analysed, corresponding to healthy and non-healthy patients with reduced
left ventricular systolic function (rlvs) [5, 6]. The analysis is performed by considering the return time
(RT) distribution, i.e. the distribution of the time intervals associated with two consecutive overcomings
by the signal of a given threshold value [8, 9, 10]. Our preliminary results seem to indicate that the
parameter values of the RT distribution are able to discriminate between the two sets of data. By MDFA
and WTMM methods it is found that the control of the autonomic system is significantly weaken when
one compares between the group averages healthy patients and patients with rlvs[5]. However, neither
MDFA nor WTMM method provides a tool to classify an individual signal.
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Introduction

In recent years, the serious accident caused by decline of arousal level, such as a traffic accident and
a mechanical control mistake, serves as a social concern. The physiologic index obtained by human body
measurement is expected as a leading tool of evaluation arousal level as an objective indicator.

In this study, evaluation arousal level by nasal skin temperature was conducted. As the arousal
level declining, the parasympathetic nerve activity is inihibited, and blood flow at peripheral vessels is
decreased. Since a peripheral vessel exists directly under the skin in the nose, psychophisiological state
appears on the displacement of skin temperature caused by changing blood flow volume[1]. Objective of
the experiment is to obtain assessment criteria for decline arousal level by nasal skin temperature by using
present technique, a—wave attenuation coefficient of EEG, as a reference benchmark[2]. Furthermore,
psychophysiccal index of the sleepiness feeling was also measured by Visual Analogue Scale(VAS). And
correlation with a nasal skin temperature index and a ECG index was analyzed.

Experiment

A measurement system and an experiment protocol are expressed below. Infrared thermography
(AVIONICS, TVS-200EX) is installed 1m ahead subject. Facial skin thermogram is measured with 1s
of sampling periods. Image resolution of the thermogram shall be 320x240 pixels, and room temperature
sets 23+1.0 degrees cercius and the infrared emissivity of skin is e= 0.98. A subject shall keep seating
position and a resting state. Electrode helmet (Brain Function Laboratory) and headphone is put on
the subject. Electroencepharogram (EEG) is recorded by 200Hz of sampling frequencies using biological
amplifier /sampler (NF Electronic Instruments, 5102 EEG HEAD BOX) and digital signal processor unit
(NF Electronic Instuments, 5101 PROCESSOR BOX). Differnt electrodes are C3, O1 and O2 based on
the international 10-20 method, and a reference electrode is A2.

Subjects are four 22-years-old adult males. The a—wave attenuation test (AAT) is conducted, which
consists of six times one-minute measurement segment. three of them are eye-closed session, other
three are eye-opened session. The eye-closed sessions and eye-opened sessions are alternately arranged
in sequence. Six minutes AAT is between four minutes resting segment. Psychophisical subjective
arousal level, “sleepiness”, is measured just after 1st resting started and just after AAT segment finished.
Physiological indeces, which are EEG and thermogram, are measured from first resting segment to last
resting segment by using VAS. Four kind of music, which are ballade, classic, rap and rock, are presented
as auditory stimulus to subject in AAT segment in order to give a variation on arousal level. Experiment
limited to be conducted once a day.

A frequency range of a—wave of EEG is defined from 8Hz to 13Hz. A a-wave power spectrum, P,,
of each one-minute measurement section is calculated. Then, power spectrum of a—wave is averaged on
eye-closed sessions and eye-opened sessions, which are P, (closed) and P, (opened). a—wave attenuation
coefficient(AAC) is derived from the following equation. AAC will approaches to 1 as the arousal level
declining.

P, (opened)

AAC= =" —=
¢ P, (closed)
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Figure 1: Average nasal skin temperature and a-wave power spectrum time series.
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Results

Fig.1(a) shows areal-averaged nasal skin thermogram time series, T(t). T(t) is obviously rose up in
AAT segment. The arousal level declining is infered. Where, Tyye is defined as time-averaged T'(t) of 1st
resting segment, and AT}y is absolute maximum as |T'(t) — Taye| for ¢ in AAT segment. ATy is defined
“maimum temperature displacement”, which corresponds to characteristics on nasal skin termperature
variation relating to decline arousal level.

Fig.1(b) shows a—wave power spectrum time series, P,. In general, a—wave evokes while resting,
eye-closed and arousal status and attenuates with the declining arousal level. On the other hand, a—wave
attenuates with eye-opened and increases with the declining arousal level. The figure expresses that
a—wave power of eye-closed session attenuates.

Fig.2 gives a relationship between AAC and maximum temperature displacement AT),.x for all the
subjects and stimuli. Where a variation on nasal skin temperature results from a variation on blood flow
of peripheral vessel in nasal region. And blood flow of peripheral vessel is sympathetically-innervated.
Thus, AT hax is presumed an index of activity of sympathetic nervous system. Fig.2 expresses that AAC
and AT,ax has a clear negative-correlation, and correlation coefficient between AAC and AT} ax is —0.55.
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The quest for a principle underlying human behaviour is considered to be a difficult task, since actions
are subject to the individual’s constant conscious deliberation and psyche, resulting in a continuously
changing type and level of activity, arising from interaction with dynamically changing environmental
demands. Yet recent studies by Barabasi et al. [1, 2] have pointed towards the existence of a universal
statistical law governing waiting times of inter-human communication, such as e-mail exchange, Web
browsing and trade transactions. Very recently, Nakamura et al. [3] also studied the nature of human
behavioural organisation, specifically how resting and active periods are interwoven throughout daily
life, and found that the duration statistics exhibit universal behaviour, which can be generalised across
individuals. Specifically, thresholded activity (similar to that considered in records of earthquakes [4] or
solar flare activity [5]), was there shown to follow universal laws (data collapse), of stretched exponential
type for active intervals, and power law type for resting periods.

The significance of this study [3] is in providing evidence at the 'mesoscopic’ level of complexity
of the system under consideration, inaccessible for modelling both phenomenologically and from first-
principles. Indeed, in recent years, the concept of universality has provided a powerful paradigm, allowing
for a conceptual grasp of this otherwise inaccessible (either phenomenologically or from first-principles)
‘mesoscopic’ level of a system’s complexity. This applies both to the application of the universality
concept across different unrelated systems, and also across different levels of abstraction of hierarchical
systems.

Current understanding of human social interactions, as presented by Barabasi et al. [1, 2], is indeed
phenomenological, and the model used is built around a concept of priority - this is a consciousness-
rooted, psychological concept, and as such does not lend itself well to explaining all human (motoric)
activity. More specifically, power laws in waiting time statistics, as observed in resting times of human
activity[3], have been associated with strongly priority-driven task scheduling [1]. One could hypothesise
that humans and animals are, at all times, guided by such a high priority scheduling mechanism in their
activity, yet it is not possible to prove or disprove this at the current level of insight.

On the other hand, activity durations and size, as discussed in [3], could indicate that the problem may
be mapped onto a generic class of problems displaying critical phenomena statistics - indeed, universal
laws of PDF collapse have been observed in thresholded activity considered in records of model sand pile
avalanches [6], earthquakes [4] or solar flare activity [5]. In addition, quiet times (between thresholded
avalanches) in generic models of self-organisation [6] also display power law behaviour, (in particular in
the presence of correlated driving). In Ref [3], we have established these power laws, and thus correlation,
in resting times of human activity [3], corresponding with waiting inter-burst times (or more accurately,
quiet times), providing the basis for further investigation of the underlying cause(s).

Indeed, a body of research exists which points to criticality and phase transitions in brain function,
optimising memory function or space allocation [7, 8, 9, 10, 11, 12, 13]. The question as to whether
neural criticality can be scaled up to human behaviour cannot yet be answered. Yet, it is known from
animal experiments that a direct correspondence between brain activity and behaviour exists [14]. Such
experiments cannot be conducted on humans. Monitoring human brain activity by imaging in order
to gain insight into its characteristics in daily behavioural organisation is also not feasible for practical
reasons. It is only done in small-scale experiments [15], and indeed it points to critical processes as those
responsible for large-scale synchronisation and multi-stability and multi-functionality across neurons.

At present we are, therefore, of the opinion that it is beyond the capacity of today’s science to disprove
either of the generic reasons (high task priorities or inherent, possibly neurogenic, correlated driving) as
the underlying source of this correlation - exhibited in the universal scaling laws observed in human
behavioural organisation, as shown in Ref [3].

Indeed, we expect that the findings described in Ref [3] and highlighted in this submission will con-
tribute to elucidating the role of the universality insight at the 'mesoscopic’ level of the complexity of
behavioural organisation.
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Noise influences all physical observations either as an intrinsic property of the studied system or in
the form of fluctuations added by the measurement instrument (for a brief survey see [3] and references
quoted therein). Filters can destroy its contribution in observed data improving the comprehension on
the phenomena, but they can also determine the distruction of important pieces of information when the
noise influences the system dynamics. Indeed the noise plays a positive role in a variety of instances,
eventually changing in an important way the global behavior of the system. Many experimental and
theoretical studies show that a suitable amplitude of noise can enhance signal transmission in biological
context (cf. [9], [12] for surveys on the subject), linearizing the response to suprahreshold signals (cf.
[14]), increasing input-output correlation and coherence or allowing the detection of subthreshold periodic
signals (cf. for example [1]). Examples also exist showing the role of noise in determining optimum values
of signal detection when the detector is unable to recognize signals of intensity lower then a fixed level
(cf. [7], [8])

Here we review some of the important instances in neurobiological context where the contribution
of noise has been recognized to be particularly relevant focusing on different unexpected features and
open problems that arise in this context. To perform this goal we use as a reference model the so called
Leaky Integrate and Fire model for the neuronal membrane potential that is described by means of the
Ornstein-Uhlenbeck process {X;, ¢ > 0} (cf. [10]), solution of the stochastic differential equation

ax, = (—% + u) dt + ocdWi; Xo = @0, )

or of its variants. In eq. (1) the parameter y identifies the input (deterministic) signal while the membrane
potential decays spontaneously with time constant 6 and is affected by random fluctuations accounted
for by the diffusion parameter o > 0. The neuron acts as a threshold device since an action potential or
spike is generated when X; reaches a constant value S > zy. The mathematical counterpart of the time
between successive spikes (interspike interval or ISI) is the first passage time T of the process X; through
the threshold S:

T=inf{t>0: X; >S; Xg==ux0}. (2)

The analysis of this simple model allows us to illustrate a set of features related to the presence of
noise such as the linearization of the response, the amplification of the coding range due the presence of
noise or the existence of optimal noise level for signal detection.

We also focus on the effect of the composition of different types of noise by introducing a variant of
model (1) where the membrane potential is described by the process {Y;, ¢ > 0} (cf. [10]), solution of
the following stochastic differential equation

dY; = (7% + u) dt + ocdWy + adN; — adN; ;Yo = o, - 3)

The membrane potential dynamics is then modelled as a diffusion process to which jumps of constant
amplitude a occurring at random times are superimposed (cf. [11]). In this case the composition of two
types of randomness such as the diffusion and the jump processes and the presence of a nonlinearity
determined by the absorbing boundary determine the arising of unexpected dynamics. Indeed the ISI
distributions can become multimodal with shapes very similar to those characterizing model (1) when p
is substituted by a periodic function p(t), i.e. in the case of periodically modulated inputs. This feature
hints to the existence of characteristic times in the system and suggest a possible role of noise to get

synchronization phenomena. A challenging open problem in this framework consists in the determination
by means of suitable theoretical tools of analytical relationships among the parameters characterizing
model (3) that can generate this kind of phenomena and optimize the specific role of noise.

When the source of noise is inherent in the system, as in the neuronal modelling case, and the observed
signal is periodic even a feeble signal can be amplified and optimized with the assistance of noise. The
best known example of this type of behavior is the so called stochastic resonance phenomenon (cf. [4],
[13] and references quoted therein) whereby a right tuning of the noise intensity can optimize the signal
detection in threshold devices. We focus our attention here also on the phenomenon of ghost stochastic
resonance (cf. [2]) by which an excitable neuron driven by (at least) two sinusoidal inputs, harmonic of
the same fundamental frequency, responds to the missing fundamental thanks to an active role of noise
in specific ranges that optimizes the response. If the signals are rendered anharmonic by adding the same
shift to all the input frequencies the neuron responds with a shift in the output frequency. We consider
both a single neuron model ([5]) and a model where a couple of periodic input signals is carried by two
different neurons acting on a third processing one ([6]) as further examples on the importance of noise
in neuronal coding. The study of further improvements of these models could be of great interest in the
understanding of the contribution of noise in the neuronal response to different kinds of periodic inputs.
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1 Introduction

Life and social sciences are becoming more and more quantitative, with experiments that generates large
amounts of data. The results of such experiments can often be summarized in a large matrix, in which rows
represent repetition of the experiment in different context, and the columns are the output of a single
measurement. In particular, we consider the following cases: microarray sampling, protein-substrate
affinity, socio-psychological surveys. Let us illustrate the similarities of these examples.

Microarray data. DNA microarray technology can simultaneously monitor the expression levels of
thousands of genes across experimental conditions or treatments. A DNA microarray (gene chip) can
be seen as an ordered collection of spots, on each of which there is a different probe formed by known
sequences of cDNA. A sample of mRNA, supposed to represent the gene expressed in a given tissue under
investigation, is let hybridize with the probes. Fluorescent techniques allows to detect the hybridized
sports. The idea is that of using probes specific for a unique region of a gene, therefore detecting the
gene expressed in a a tissue. The current approach to achieve sensitivity and specificity is to use multiple
probe pairs to target a single gene; one of each pair is supposed to exactly match a fragment of the gene
(PM probe), while the other contains a single mismatch in the center (MM probe). The MM probes offer
a measure of specificity of the probe. Since about 30% of the probe pairs yield negative signals, the use
of MM probe is rather unreliable [1]. The traditional experimental approach to improving precision of
inherently noisy microarray data is by performing experimental replicates. Replicated observations also
allow us to quantify precisely the experimental noise in measurements for each gene at each experimental
condition. The experiment is moreover repeated for many tissue, from different part of the body, or from
different patients, or from a different phase of the cellular cycle. The data can therefore be arranged
using the probe numbering as column index, and tissue numbering as row index. The goal is that of
identifying the difference in gene expressions in the different cases. There are many problems in extracting
information from these data. Some data may be missing, MM spots are sometimes more hybridized that
PM ones, low-intensity data cannot be easily distinguished from noise.

Protein-substrate affinity. A similar problem is that of investigating the shape of a protein or of a
peptide. The interaction of proteins with the outer world (in particular concerning the immune response)
depends on the shape and on the biochemical interaction network. Genetic and protein networks may
contain ensemble of positive and negative feedbacks which may challenge the analysis even in presence of
large data [2, 3]. At present, it is not possible to reconstruct the tri-dimensional shape of a protein from its
primary sequence (easily obtained by mRNA sequence). Moreover, proteins are very often glycosylated,
and these sugar chains attached to the outer surface may be the most important factor for inflammation.
On the other hand, direct visualization of protein surface, using NMR, electronic microscopy, etc. is
a very slow and costly process. A method for obtaining information about this shape is that of using
proteins or antibody arrays, similar to DNA microarrays. Again, in this case, the pattern of matches can
be represented as a matrix, with columns corresponding to substrates (probing proteins or antibodies) and
rows to different proteins under investigation. One interesting application of the missing data problem
is that of forecasting the interactions of a new drug in the cellular environment, given the affinity of this
drug with a collection of substrates, and the affinity of a large sample of known “objects” with the same
collection.

Questionnaires and other psycho-sociological data. The high-level investigation of the human
mind take often the form of the study of responses to stimuli. The stimulus may be planned and targeted,
like in the case of questionnaires, or occasional like for instance those that lead to choosing some good,
emerging from pattern analysis of renting of DVDs, opinions on books, supermarket tickets. These data
can be represented in matrix form, with rows corresponding to customers, and columns corresponding to
items or goods. In this case, in addition to the usual problems of consistency an noise, there is a special
meaning in missing data: an accurate method for “anticipating” them from the knowledge stored in the
matrix would constitute a valuable tool for personal advertising [4]. However, in the case of humans, one
should consider also that the tastes change and evolve in time.

2 Knowledge networks

The extraction of information about the properties of the gene, proteins and humans is performed using
statistical tools, mainly based on variations of singular value decomposition [5]. The goal is that of
extracting the most robust characteristics of patterns, clustering the data in similarity classes, reconstruct
missing data, detect outliers, reduce noise. It is rather unusual to take into consideration an explicit
model for the generation of data, i.e., for the matching mechanism. The problem may be reformulated
in geometrical terms. We shall denote with the word “probe” the substrates or the questionnaires, and
with the word “subject” the mRNAs, the proteins and the individuals of the three examples. A subject
can be visualized as an array of “tastes”, and the probes as a complementary array of “characteristics”.
In the case of mRNA, this space is just the sequence space of basis, in case of proteins it is a way of
coding the surface, in case of psychological data, these are mental modules, often called “dimensions”
or factorial analysis. The match between tastes and characteristics is denoted “opinion”. The match
between tastes and characteristics may be linear, like a scalar product, or highly nonlinear, as in the case
of protein-antibody interaction. In case of one-or-none interaction, there is no noise and no inference can
be performed on missing data. In the linear case, the results are much more blurred, there is a non-zero
overlap between different samples, and it has been shown [6] that, if one knows a sufficient number of
overlaps between subjects, there is a rigid percolation threshold that in principle allows the reconstruction
of any “taste” once that one is known. However, tastes are in general hidden or difficult to be obtained.
If one has at his disposition a sufficient amount of data, it can be shown [7] that the correlation between
expressed opinions approximates the real overlap among tastes. This would in principle allow the perfect
reconstruction of missing opinion and detection of outliers. In this work we investigate the role of
nonlinearities and noise in the matching phase. In particular, we show that nonlinearities appear as noise
when linear investigation tools are used. We study the influence of nonlinearities in the rigid percolation
transition. We apply a recursive technique [6, 7] to synthetic data, obtained from nonlinear matching
models, and investigate the limits of the “black box” reconstruction model.
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Ton pumps are biological motors capable of transporting ions through cell membranes, even against
the transmembrane ion concentration gradient. While in vivo this nanoscale machine consumes ATP,
in vitro it may be driven by external fluctuating electric fields, no matter they are periodic or random
(see [1, 2, 3] and references therein). Theoretically, the motor conformations can be described by a
conformation vector V (t) governed by a multi-dimensional kinetic equation dV (t)/dt = M (t)V (t). Given
an oscillating electric field with a slight fluctuation, the Boltzmann distribution in different conformations
will change with time and the matrix M;;(t) = a;; exp(f(t) + £(t)) will contain a signal term f(¢) and a
noise term &(¢). The instantaneous transported ion flux is then a functional of the quasi-cyclic trajectory
V (t) of this non-autonomous dynamical system. Various interesting dynamical properties of ion pumps,
including stochastic resonance [4], have been discovered experimentally [2] and confirmed theoretically
[1]. However, the theoretical approach is based on time-consuming simulations on above Langevin-kind
equation, with a noise embedded in the exponential term. A more elegant Fokker-Planck formalism
describing the probability evolution of this equation is still missing. This formalism would enable a more
systematic study on how general biological small systems, e.g., proteins, receptors, or enzymes, (as long
as they contain a non-negligible charge or magnetic dipole) response to external fields.

Key problem: the density evolution of a dynamical system with a noise in the exponential term.

L
L VRN
E K, E
L] L

Figure 1: A four-state kinetic model of Na, K-ATPase. This motor (pacman) can open to the left or the
right hand side of the membrane with or without captured Na* or K* ion, denoted by ligand L (red
ball). Thus it has 4 conformations and 8 kinetic rate constants k;’s. Suppose under some k41 (k+3) the
motor opening to the left (right) hand side prefers to adapt L (release L). Then the motor concentrations
tend to flow from Ej to E1L (E2L to E») and converge to an equilibrium state, with more probability
on E1L and E,. However, when an external force is applied to change kio (k+4), a flow from EjL to
E>L (E> to Ey) is activated to approach a new equilibrium state, which shifts L across the membrane
(empty motor opening returns to Fy). When the force is lifted, the motor releases L (adapts a new L)
on the right (left) hand side and returns to the original equilibrium state. Therefore, a force oscillation
may generate a clockwise flow and transport the ion from left to right.

To take a concrete example, let us consider the ion pump Na, K-ATPase. The kinetic equation for
the concentrations of the four conformations in Fig. 1 is a 4-dim non-autonomous dynamical system
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with the concentration vector V (t) = ([E2L], [E1L], [Es], [E1])T and [L1] and [Lg3] the concentrations of
L on the left respectively right hand side of the membrane. The rate constants k; = h; exp(q;$(t)a;/RT)
consist of the gas constant R, the temperature T', the effective charge ¢; of different motor conformations,
the transmembrane potential ¢(t), the rate constant h; in zero potential ¢(t) = 0, and the apportionment
constant a;. Under a varying external field, k;’s are time-dependent and have the form k; = h; exp(d; ¥ (t)),
where h;, d; denotes some parameters and ¥(t) = Asin(w(t) + &£(t)) consists of a signal Asin(wt) and a
noise £(t). The instantaneous transported ion flux is j(t) = ks[E2L] — k_3[E>][L3], which determines the
transported amount S(t) = fof’j(t’)dt/ and the averaged flux J = limy_.o S(t)/t.
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Figure 2: (a) The oscillations of different concentrations [E] (dotted), [E2] (dash-dotted), [EiL] (thin
solid), [E» L] (dashed), induced by ¥(t) = Asin(wt), and the positive transported amount S(t) across the
membrane (thick solid). (b) The averaged flux J versus the noise level 1) under five different amplitudes
of sinusoidal signal with signal frequency w = 103 and w,/w = 103, where A; = 0.5, Ay = 1, A3 = 1.4,
Ay = 1.7, and As = 2. The inset shows the signal amplitude dependence of the averaged flux J without
noise. (c¢) The averaged flux J versus the noise level 1 under five different signal frequencies w’s with
signal amplitude A = 1 and wy,/w = 103, where w; = 50, wy = 102, w3 = 500, wy = 103, and w5 = 10%.
The inset shows the frequency dependence of the averaged flux J without noise.

Inserting biologically relevant parameters into Eq.(1), the transport efficiencies with and without
noises can be found in Fig. 2. These numerical results, consistent with previous experimental observation,
reveal that the noise is destructive, when a signal magnitude A is at the optimal transport efficiency, but
is constructive and stochastic resonance shows up when the signal is apart from this optimal magnitude.
However, because of lack of a probability evolution formalism, these results are obtained from rather
time-consuming simulation on the noise in Eq.(1).
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A typical instrument to pursue analysis in complex network studies is determining statistical distri-
butions for standard quantities or measures computed to characterize network topology, structure and
dynamics.

Protein-Protein Interaction Networks (PPIN) have also been characterized by several measures, each
one coming with a corresponding distribution. In general, a power law is considered to be a reasonable
feature; a certain measure y is said to obey a power law when its probability distribution is given by
p(y) = y~7, where usually 2 < v < 3. Equivalently, a log-transform leads to a doubly logarithmic plot
from where it is simple to check whether a straight line results.

However, a mix of noise cover, long tails effects from outlying information, and other inherent fluctu-
ations of the computed measures make the empirical detection of the power law not an easy task, which
adds uncertainty when looking at the observed sample on whether the feature under exam may be reliably
considered to follow a power law distribution.

Our Contribution

‘We address noise problems in applications to yeast and human interactomes, where both decomposi-
tion and denoising techniques are implemented to reduce the impact of factors potentially affecting power
law detection.

1 Preliminary Results

We have some initial results on the dataset provided by [1]. Among many suggested methods, with a
majority concentrating on perturbation techniques, we compare decomposition results from Principal
Component and Independent Component Analysis (PCA [2], and ICA [3], respectively) applied to the
computed interactome features.

These decomposition methods have built-in some denoising power, mainly embedded in the natural
selection among eigenvalues from the obtained spectrum.

Furthermore, we apply wavelet decomposition to the same selected set of measures, representing
topological features or network characteristics from which a summary of the informative content of all
protein interactions is obtained.

The advantage of PCA or ICA is that we can reduce the global dimensionality of the problem from
the original network to a core of it, where we believe the most significant information is present. By
wavelets, we also dissect the observed features scale-wise, thus trying to look into a dynamic more than
a static interaction map.
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Figure 1: PCA of degree distribution, betweenness and clustering coefficients.

Degree Sequence (DS) DS Independent Component
10

0 2000 4000 6000 2000 4000 6000
DS Boxplot QQ Plot of DS vs Std Normal
; é’_ 10
8 8§
"6 55
g 2
34 5
g 5
2 80
H
0
S -5
-4 -2 0 2 4
Standard Normal Quantiles
Figure 2: Degree demixing via ICA.
Degrees Clust Coeff Betweenness
400 1 50
0 -1 -50
0 5000 0 5000 0 5000
500 2 50
0 0 0

-500 -2 =50
0 2000 4000 0 2000 4000 0 2000 4000
200 2 50
=200 -2 =5
0 1000 2000 0 1000 2000 0 1000 2000

] e ]
e, BT S,

Figure 3: Wavelet decomposition of network features.
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Noise in ion channels. Ion channels are natural nanotubes in cellular membranes that control a vast
range of biological functions in health and disease. The main properties of ion channels — their structure,
conformational changes, selectivity, conductivity, and gating — are the subject of intensive, ever-growing,
fundamental and applied research in biology, physics, and nanotechnology. Understanding the structure-
function relationship for ion channels is one of the most fundamental unsolved problems of biophysics.
The main challenges in modeling an ion’s permeation through a channel are related to the fact that this
is a many-body problem with long range interactions and with widely-varying timescales, ranging from
sub-ps (atomic motion) to sub-ms (gating dynamics). It is therefore of particular importance to build
low-dimensional models that incorporate most important many body effects at various time-scales and
yet allow for analytical insight. Below we introduce a model of ion permeation that takes into account
the noise corresponding to charge fluctuations and we demonstrate that the latter has a leading order
effect on the transition probabilities.

Model. We consider electrostatic interactions between ions in an ionic channel and the charge fluctuations
in the channel mouth. The motion of the ions is modeled within a self-consistent framework of Brownian
dynamics (BD) (1) coupled to the Poisson equation (2).
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V2mi kBTE,v(t) are the mass, position ,charge, friction coefficient and the stochastic force of the ith ion.
The distance between ions ¢ and j is r;;. The parameters in the short range and hydration terms are given
by [1]. The dielectric force acting on the ion as it moves on the channel axis F,j, is calculated numerically.
It is shown that the charge fluctuations can be enhanced in channels of low dielectric constant, resulting
in strong modulation of the potential barrier at the selectivity site as can be seen in Fig. 1(b). It become
therefore possible to build a simple model capable of coupling the motion of ions in the channel to the
bathing solution. To this end, we propose the one dimensional dynamics of a single ion moving from the
middle of the channel to the right mouth, with two sources of noise. In the high friction limit, diffusion
across the barrier is governed by the Langevin equation

moyi = =D ) 4 kT ) @

where £(t) is a white Gaussian noise arising from thermal fluctuations. Taking into account that the
charge fluctuations at the channel mouth occur on a sub-nanosecond time scale with an exponential
distribution of arrival times [2], we approximate this term by a Poisson random force with an experi-
mentally determined distribution of modulation amplitudes. 7(t) is the corresponding dichotomic noise
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Figure 1: (a) Charge fluctuations at the channel mouth. (b) The potential energy profiles as a function
of the position of the ion when: the first ion is fixed at the channel mouth (dashed line) and the second
is moving along the channel axis. The (dotted line) correspond to the potential energy on a single ion
moving on the channel axis; The potential energy of the passive channel (dotted line). The vertical
dashed lines show the channel entrance and exit. The height of the potential energy barrier seen by a
single ion at the selectivity site as it moves from left hand to right hand of the channel is denoted AFEj.
In the presence of a second ion at the channel’s left mouth this barrier is reduced to AE;.

arising from the charge fluctuations. V(z,t) is a fluctuating barrier with potential well at its middle
(corresponding to the centre of the channel) and a barrier at one end (corresponding to the channel
exit) as plotted in Fig. 1(b). The fluctuation in the potential arises from the interaction between an ion
arriving at the channel mouth and an ion which was initially trapped in the middle of the channel at it
selectivity filter. The dichotomic noise therefore controls the barrier fluctuations between two states with
respective barriers AFy and AE;, with AEy > AE;. These two energy limits are a direct result of the
charge fluctuations at the channel mouth which has shown that ions arrive at the channel mouth ones at
a time and very rarely two at a time as is shown in Fig. 1(a). A direct analogy can be made between the
model described by Eq. (3) and the model described by Stein [3] whose barrier fluctuation is controlled
by a Gaussian process. The similarity of the two problems suggest that there is a possibility of some
semi-analytical estimations of the effect of the charge fluctuations. The work is in progress and contains
a plethora of unsolved problems.

Unsolved problems include the following —
(i) The role of the membrane fluctuations

) The role of the electrostatic potential of interaction between the selectivity site and the ion, which
can be strongly oscillating in the radial direction.
(iii) The role of additional binding sites outside the selectivity filter.

) The energetics of the ion transition including energy relaxation due to the coupling to the protein

phonon modes (wall oscillations)

(v) The coupling of the ion-wall interaction to the gating mechanism
In all of these, noise seems to play a crucial role that is only starting to be elucidated. Our preliminary
research shows that the model can be extended to take these effects into account.
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The process of degradation of proteins by proteasomes (barrel-shaped macromolecules) cleaving the
retracted proteins into peptides, short amino acid chains, is essential for the normal functioning of the im-
mune system. Some of degradation fragments are transported onto the cell surface where T-lymphocytes
scan them in order to recognize the cells to be killed because of an abnormal functioning. Therefore the
cleavage pattern for a degraded protein and its statistical properties are of importance. While the scissil-
ity of a specific peptide bond is determined by the sequence of the nearest amino acids, the probability of
the cleavage of this bond during the degradation process is also essentially affected by the translocation
process.

In quantum chemistry the conventional approach to such kind problems is a direct numerical simu-
lation with account to all the interactions between the ions. But here it is not applicable because the
usual characteristic times for the processes simulated in such a way are microseconds, while the process
of degradation of one protein takes about 3 min, what signifies a stochastic diffusional nature of the
mechanism of the protein translocation within the proteasome and the need in developing of an adequate
approximate stochastic model of the process. Here we use the model assuming on translocation
(1) the retraction of the protein into proteasome with a rate depending on the length of the protein part
inside this proteasome, and
(2)a quick escaping of cleaved fragments from the proteasome. For the model utilized the Master-
equations have been derived and is investigated.

We study the influence of the translocation rate on cleavage patterns and have developed the algo-
rithms for the reverse engineering of the translocation rate from the experimental data on the cleavage
pattern for (1) relatively short synthetic polypeptides (25-50 amino acids), (2) long proteins with
a periodic amino acid sequence, and (3) natural proteins. From the viewpoint of the algorithm
tolerance to experimental data inaccuracies, the utilizing of periodic proteins is most desirable, but for
the moment the data only for short artificial and long natural proteins are available. We have obtained
some preliminary results of the reverse engineering of the translocation rate for the short polypeptides
degraded by the proteasome 20S, but for reliable conclusions more precise data or the experiments we
suggest (for periodic proteins) are in demand.

An additional open question here is a specific stochastic mechanism of the translocation process.
The stochastic model we use covers the broad class of possible mechanisms (ratchets, diffusion in a titled
periodic potential, etc.). With having the translocation rates reliably reconstructed from experiments,
one may (i) evaluate the physical soundness of the stochastic model used, and (ii) get an additional
guiding information for revealing the specific underlaying physical mechanism.

The authors acknowledge the VW-Stiftung (proj. I/80 448), the BRHE program (Award PE-009-0
of CRDF), and the Foundation “Perm Hydrodynamics” for financial support.
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The transport of molecules across membranes represents one of the most important process in biology.
DNA and RNA translocate across nuclear membrane channels, proteins can travel from the cytosol into
the endoplasmatic reticulum. Recently, polymer translocation has been found to play a fundamental role
in the acquisition of multidrug resistance to cancer chemotherapeutics [1].

Fundamental experiments in polymer translocation show a linear dependence of the crossing time on
the chain length [2] and a temperature dependence as T~2 [3], which cannot be explained by a simple
Arrhenius description of the polymer dynamics. In other experiments, shorter DNA molecules have
shown longer crossing times, suggesting the existence of a quasi-equilibrium state of the polymer during
the translocation [4].

The motion of a polymer in a cellular environment is strongly affected by thermal fluctuations. The
dependence of the mean translocation time from the length of the chain molecule critically changes with
the noise intensity [5]. In this work we study the noise induced effects on the dynamics of a polymer
crossing a potential barrier, in the presence of a metastable state. An improved version of the Rouse
model for a flexible polymer has been adopted to mimic the molecular dynamics by taking into account
both the interactions between adjacent monomers and introducing a Lennard-Jones potential between
non-adjacent beads. A bending recoil torque has also been included in our model. The polymer dynamics
is simulated in a two-dimensional domain by numerically solving the Langevin equations of motion with
a Gaussian uncorrelated noise. We find a nonmonotonic behavior of the mean first passage time (MFPT)
and its standard deviation (SD), of the polymer centre of inertia, as a function of the noise intensity.
These quantities (MFPT, SD) have been computed using different initial position of the molecule in
the unstable region of the potential. We find that the starting position strongly influences the polymer
dynamics during the translocation and the related noise induced effect. In this context, the role played
by the length of the molecule in the translocation time is also investigated.
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Influence of firing mechanisms on gain modulation
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A neuron receives a thousands of synaptic inputs. The synaptic inputs are considered to be very
noisy. Recently, the role of synaptic noise in neural computation has discussed [1, 2]. Chance et. al. [2]
investigated experimentally the influence of synaptic noise on the firing rate of a neuron. They found
the synaptic noise modulates the firing rate of a neuron. This effect is called gain modulation and
experimental studies have shown gain modulation plays an important role in neural computation [3].

However the understanding of the underlying mechanism of gain modulation is currently lacking. The
questions are, how does the firing mechanism of a neuron affect gain modulation, and how dose the
statistical property of synaptic noise affect gain modulation?

To answer these questions, we studied the firing rate of model neurons receiving constant currents I
along with stochastic synaptic currents Isyy(t) [2]

c

= FV)+ 1o+ Ly (t), 1)

where V' is the membrane potential of a neuron, and C' is the membrane capacitance of a neuron, and
F(V) describes the dynamics of the membrane potential. The functional form of F(V)) depends on a
neuron model. We assumed the synaptic currents Isy,(t) are given by the following equations

L) = g6(8) (Ve = V(1)) + 91(6)(Vi = V (1)), )
_ 4B

where t]]: Uis the jth spike time of the excitatory(E) and the inhibitory(I) presynaptic neuron, and 71 is
the time constant of the synaptic conductance. The spike times of the excitatory(E) and the inhibitory(I)
presynaptic neuron are generated by a homogeneous Poisson process with rate A respectively.

To investigate the effect of the firing mechanism on gain modulation, we analyzed three neuron models,
Leaky-integrate-and-fire (LIF) model [4] and Leaky-integrate-and-fire with dynamic threshold (LIFDT)
model [5] and the Hodgkin-Huxley (HH) model [4]. We examined the influence of the synaptic currents
Iyn(t) on the relationship between the firing rate and the constant input currents I. We found only
the LIFDT model can accurately reproduce this relationship observed in the experiment [2]. This result
indicates that cortical neurons may have an adaptation mechanism and it is not included in the HH
model.
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Recently the traditional paradigm of ‘stable’ plastic deformation as a smooth and steady flow process
has been challenged both from an experimental and from a theoretical point of view [1]. Instead of the
incoherent motion of individual defects, one finds coherent bursts of activity with long-range correlations
both in space and in time. Here we describe, from a microscopic point of view, scale-free fluctuation
phenomena and collective behavior for a particular configuration of dislocations, the pile-up, that can be
observed in deforming crystals.

Crystal dislocations typically arrange into complex assemblies, affecting the mechanical properties of
the materials. Non-local elastic properties arising naturally from long-range dislocation interactions, and
the presence of disorder influence dramatically the plastic deformation process. Random disorder, in the
form of solute atoms or other spatial heterogeneities, is responsible for a wealth of phenomena including
surface roughening, non-linear dynamic response, stick-slip behavior and temporal intermittency, which
are also observed in other physical systems ranging from domain walls in magnets and sheared granular
matter to vortices in type II superconductors. Under the effect of an external force, these systems exhibit
a complex behavior arising from the competition between elasticity and disorder. Disorder tends to
perturb the system, which reacts by opposing elastic restoring forces. This complex small scale dynamics
determines the macroscopic behavior of irreversibly deforming materials.

Several approaches have been employed in the literature to study dislocation assemblies. Molecular
dynamics simulations provide a very accurate description of the dynamics, but suffer from numerical
limitations, since it is difficult to reach the asymptotic regime. An alternative method is provided by
the Langevin approach in which the dislocations are assumed to evolve stochastically [1]. In fact, the
dynamics of the underlying crystalline medium enters in the problem only through the noise term (due
to phonons and electrons) and eventually the periodic potential (Peierls-Nabarro). Hence, the equation
of motion of the atoms or molecules are not directly relevant. Indeed there is experimental evidence in
supporting of separation of time scales in plastic flow [2] and it is thus possible to integrate out the fast
degrees of freedom (phonons and electrons) and consider only the slow ones (dislocations position).

A pile-up is schematized by an effective one-dimensional model in which an array of N points disloca-
tions (with Burgers vector parallel to the array direction) move along a line, interacting with each other
and with a disordered stress landscape provided by solute atoms, or other defects [3]. The presence of
solute atoms changes the local properties of the host material, resulting in a pinning force on nearby dis-
locations. The purpose of this study is to analyze the dynamics of the pileup for different configurations
and conditions. First we consider, the pile-up in a landscape of immobile defects with open boundary
conditions. Dislocations are nucleated on the left side of the line and absorbed on the right. We find a
scaling collapse for the dislocation density as a function of stress and system size that is indicative of a
second order non-equilibrium phase transition. As a second step, we consider the pileup in a landscape
of mobile solute atoms, performing a biased diffusion process. Mobile solute atoms are relevant to under-
stand plastic instabilities in the Portevin-Le Chatelier effect (PLC). We find that the interplay between
solute atom mobility and dislocation interaction leads to interesting fluctuation phenomena.
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Tropical cyclones, or, roughly speaking, hurricanes, are complex structures that have been studied for
a long time; nevertheless, many aspects of the physics of hurricanes remain unknown [1]. For instance,
although there have been substantial improvements on the prediction of their trajectories, the sudden in-
tensifications they experience preclude the possibility of obtaining reliable forecasts. We analyze different
measures of hurricane size, trying to establish connections with out-of equilibrium critical phenomena,
in particular with self-organized criticality [2, 3]. Moreover, this new perspective can help to understand
the complexity of the fluctuations in climate-change processes [4].
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Forest-fire waiting times, defined as the time between successive fires above a certain size in a given
region, are calculated for Italy. The probability densities of the waiting times are found to verify a
scaling law, despite that fact that the distribution of fire sizes is not a power law. The meaning of such
behavior in terms of the possible self-similarity of the process in a nonstationary system is discussed.
We find that the scaling law arises as a consequence of the stationarity of fire sizes and the existence
of a nontrivial instantaneous scaling law, sustained by the correlations of the process; as a consequence,
the nonstationary Poisson process model does not account for all the complexity of the structure of fire
occurrence [1].
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Stochasticity and Non-locality on the Time Axis

Toru Ohira
Sony Computer Science Laboratories, Inc.
Tokyo, 141-0022, Japan

The main theme of this paper is to consider concepts of stochasticity and non-locality on the time
axes within the framework of classical dynamics through a presentation of rather simple models. These
concepts are normally associated in the space variable, not in the time variable. We try to illustrate here
the question of what happens if we transfer these concepts on the time axis.

More concretely, time is normally viewed as not having stochastic characteristics. This is so in normal
dynamical systems, whether they are classical, quantum, or relativistic. In stochastic dynamical theories,
we consider noise and fluctuations with only space variables, such as the position of a particle, and not
with the time variable. In quantum mechanics, the concept of fluctuation is embodied in the time-energy
uncertainty principle. However, time is not a dynamical quantum observable, and clear understanding of
the time-energy uncertainty has yet to be found.

The similar situations in our cognition of non-locality in space and time. Non-local effects in space are
incorporated in physical theories through wave propagation, fields, and so on. In quantum mechanics,
the issue of spatial non-locality is more subtle, as appearing in the Einstein-Podolsky-Rosen paradox.
With respect to time, there have been investigations of memory or delay effects in dynamical equations.
In general, however, less attention has been paid to non-locality in time, and behaviors associated with
non-locality in time, such as delay differential equations, are not yet fully understood.

Against this background, we present simple classical dynamical models to illustrate the idea of intro-
ducing stochasticity and non-locality into the time variable. For non-locality in time, we discuss delayed
and anticipating dynamics which involve two points separated on the time axis. The general differential
equation of the class of delayed dynamics is

da(t) .. ,7
"0 _ o), 7). W

Here, z is the dynamical variable, F is the “dynamical function” governing the dynamics, and Z (%) is the
state of x at some time point ¢ # ¢. Thus, the dynamics of 2 depends not only on its state at the current
time ¢, but also on that at , which is separated from ¢ the time axis. The level of temporal non-locality
is the time interval between these two points.
If we take
t=t—71, z(l)=z(t-71) (2)

we have a delayed dynamical system with “delay” 7 > 0.
On the other hand, we can take
t=t+n (3)

with “advance” n > 0. Given a suitable definition of Z(¢ +7), this leads to “anticipative” or “predictive”
dynamics, in which the dynamics of x depends on the state of x in the future. We present how the
change in the level of non-locality as represented by delay 7 and advance 7 affects the dynamics, leading
to complex behaviors.

Similarly with respect to stochasticity on the time axis, we discuss a model which includes noise in
the time variable but not in the space variable. Let us call such time variable as “stochastic time”. The
general differential equation of the class of delayed dynamics with stochastic time is given as

da(t) _
"0 _ fafi) ol - 1)) 1)

Here, as before, x is the dynamical variable of time ¢, and f is the “dynamical function” governing the
dynamics. 7 is the delay. The difference from the normal delayed dynamical equation appears in ¢, which
now contains stochastic characteristics. We show, through a study of a concrete model, that we can
observe a resonance effect by a suitable combination of stochasticity in time and delay. This effect is
similar to stochastic resonance, which arises through a combination of oscillating behavior and spatial
noise and has been studied in variety of fields. We mention some of the difficulties in analyzing these
types of models with a stochastic time.

We would like to discuss how these models may be developed to fit a broader context of general-
ized dynamical systems where fluctuations and non-locality are present in both space and time. Also,
directions of further investigations toward possible applications, such as stick balancing on the human
fingertips and the classical theory of electrons, will be discussed.
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Random spatial inhomogeneity of parameters of extended systems may lead to significant nontrivial
effects. Here the most noteworthy examples are the Anderson localization effect, the problem of trans-
parency of randomly inhomogeneous medium for light, etc. Nevertheless, in fluid dynamics (specifically,
in thermal convection), the effects essentially caused by parametric disorder, e.g. Anderson localization,
remain not widely studied in spite of they are of interest. First, there is an interest from the viewpoint
of mathematical physics due to the dissipativeness of convective problems and, consequently, an equation
type different than the Schrodinger equation or equations of nondissipative acoustic processes. Moreover,
there is a considerable difference in observability of the effects related to formal properties of equations
describing the processes essentially different in their nature. Second, these problems are of interest from
the viewpoint of applications: for instance, random spatial inhomogeneity of the permeability of porous
medium can effect flows through this medium, considerably affecting heat and mass (including pollutions)
transfer in underground waters (what is of interest for ecologists), reactor cooling systems, and filters.

In this work, a thin horizontal layer of porous medium saturated with a fluid is heated from below, and
there is a stationary in time random inhomogeneity of parameters (the heating intensity or the porous
medium permeability). Remarkably, the same kind equations remain valid for a broad variety of physical
problems (large-scale thermal convection in homogeneous and turbulent fluids, and some other excitable
extended systems). In accordance with the described motives for the interest to this problem, we put
emphasis on
a) interpretation of the localization effect of formal solutions to the linearized equations of the problem;
b) determining the localization properties and the effect of a imposed longitudinal advection of fluid on
them;
¢) observation of these properties in the nonlinear (not linearized) system;

d) determining the influence of the effects under consideration on the convectional transport of pollutant
through the porous medium.

The points (a) and (c) are, to some extent, venturing in the sense that procedures for them are not
predefined unambiguously by certain reasons. An additional open question here is a possible qualitative
difference between 1-D (parameters are inhomogeneous in one of the horizontal directions) and 2-D cases
like for Anderson localization, where, in the 1-D case, all the solutions are localized, while, in the 2-D case,
unlocalized solutions appear. The first apparent topological effect here is the possibility of a percolation
transition in 2-D (not possible in 1-D), where the domain of an intensive convective flow may be either
globally connected or not connected. But even here not all points are clear for the moment.
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Brownian motors or ratchets are rectifiers of thermal fluctuations. Usually two conditions are sufficient
to rectify thermal fluctuations and induce direct transport without an a priori bias, namely, the breaking
of thermal equilibrium and the breaking of spatial inversion symmetry [1]. Ratchets are relevant from
the theoretical point of view of studying non-equilibrium processes, and from a practical point of view
due to their applications in nanotechnology and biology [1, 2, 3].

In flashing ratchets the rectification of thermal fluctuations is achieved by switching on and off a
periodic potential. Recently, it has been shown that a significant increase for the net flux in a flashing
ratchet can be obtained if feedback on the state of the system is used by the protocol that switches on
and off the ratchet potential [4]. Experimental implementations of these feedback flashing ratchets have
been proposed [4, 5, 6], and their realization is currently under way [6]. In addition, feedback ratchets
have been suggested as a mechanism to explain the stepping motion of the two-headed kinesin [7].

In this context determining the optimal protocol for the operation of a feedback flashing ratchet is a
relevant question. However, this question has only received partial answers.

In the mazimization of the instant-velocity protocol [4] the control policy depends on the sign of the
net force per particle at each instant of time. More specifically, the potential is switched on if the net
force per particle is positive and it is switched off otherwise. This protocol was found to be the optimal
protocol for a feedback flashing ratchet consisting on a single particle. However, for a large number of
particles the system dynamics gets trapped with the potential ‘on’ or ‘off” and for a thousand of particles
it already gives less flux than a simple periodic switching protocol that do not receives any feedback from
the system.

The undesired trapping of the dynamics is settled in the threshold protocol [8], in which the potential
switching is imposed provided the absolute value of the net force per particle is below certain threshold
values. For an adequate value of the thresholds, this new strategy gives the same flux as the optimal
periodic switching protocol for an infinite number of particles. Note that for an infinite number of particles
no appreciable advantage over the optimal periodic switching can be obtained by using a feedback scheme,
as only one degree of freedom control is performed (switching on and off). Therefore, the threshold
protocol succeeds to get the optimal protocol both for the one particle case and for the infinite particle
case, yielding in between fluxes greater or equal than open-loop protocols for all numbers of particles.

It is interesting to note that an exact optimization study in the framework of a discrete ratchet-like
system revealed that the optimal protocol was a kind of threshold operation [9]. On the other hand,
it was reported very recently [6] an attempt to beat the threshold protocol, the so-called mazimal net
displacement strategy. This new protocol was numerically found to slightly beat the threshold strategy
for collective ratchets of two and three particles and enormous potential heights (greater than 50kgT).

The previous results seem to indicate that the threshold protocol gives fluxes close to the optimal
protocol. However, which is the optimal protocol for a feedback flashing ratchet is still an open question.
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The motion of domain walls in soft magnetic materials, a basic example of complexity in materials
science, has been the subject of a long and continuing series of studies. In bulk systems, most of the
statisticals properties are understood in terms of the depinning transition [1]. In thin films similar
processes are believed to happen. In many recent works (e.g. [2, 3]), avalanches are measured optically,
in a small sub-window of the entire sample, and comparing windows of varying sizes. Yet their statistical
description, in terms of the avalanche size distribution P(S) = S7 f(S5/Sp), is still not clear.

We acquired images of domains on Py films using a high-resolution Kerr microscope, under a slowly
varying in-plane field. The determination of avalanche size from images is complex, due to the rich space-
time information provided. To address this question, we determined a reliable procedure to identify the
domains in the images. An effective method is to ignore at first the spatial information and consider only
the time evolution for each pixel: a significant jump in the measured intensity represents the switching
time for the magnetization at that point. Spatial information must then be used to correct for the small
number of pixels which appear to switch at the wrong time.

We then considered the effect of the window size of the images. Generally, the window size effect is
both to suppress the largest avalanches and to add extra truncated avalanches at small sizes. We thus
simulated an elastic line moving in a random environment, from which we calculated size distributions
including/excluding the avalanches touching the window borderes. We observe that large avalanches near
to the depinning transition are increasingly anisotropic: an avalanche with width W will have typical
height H ~ W¢. If ¢ < 1, as in our case (¢ = 0.63), large avalanches become short and fat. This
means that the main effect of large windows is to cut off the widest avalanches, while at small window
sizes a substantial number of tall avalanches may also be removed. Thus, unlike isotropic finite-size
scaling, the effects of larger windows are not similar to the effects of small windows: they are similar
to smaller windows having different shape. We can analyze the data using the finite-size scaling form
P(S,L) = S™Pw(S/L'Y?"). Doing so, we find that the fitted exponents 7 = 1.14, 1/ov = 1 + ( = 1.68
are close to the theoretical expected values (1.13 and 1.63). In contrast, we found that the distribution
including the avalanches touching the window borders has an exponent 7 which continuously changes with
window size, approaching the theoretical value only at the largest window sizes. This analysis enables
us to conclude that the measurements at different window sizes must be taken with care, but, at the
same time, when staistical distributions are properly rescales, other critical exponents which can better
characterize the dynamics can be found.
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The aim of this presentation is to give a brief overview over recent studies on models of nonequilibrium
Active Brownian Motion (ABM) coupled to energy reservoirs. Having in mind biological applications
where typically some transfer from chemical to mechanic or electric energy appears, we further focus
on evolution equations governing time variations of the depot energy. The latter can be described as a
stochastic machine able to acquire energy from the environment and converting it into kinetic energy
of motion. We present characteristic features of the ABM system in the case of differentiable ratchet
potentials and discuss their asymptotic properties as obtained in analytical calculus and in numerical
simulations. In particular, the effect of stochastically driven directionality (i.e. noise-induced asymptotic
flux reversal) is analyzed in systems acquiring additional energy from the shot noise. Possible application
of such a scenario to the ATP molecular machine will be also discussed.
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Many open problems in the physics of complex systesquire local and microscopic measuremen
of the physical observables. This is particularlyetin what concerns time fluctuations since catiehs
among the fluctuations of the elementary componehthe system arise due to their interactions.hSu
correlations can be characterized by their sizepace and time. A local microscopic probe of $izand
bandwidth [0,f ] will allow to measure correlations having spaiceet size larger thaklV x 1f, that are
experimentally unreachable in bulk measurementsiving macroscopic sizes. Among many examples
the local noise measurements interest, let us orettie direct observation of molecular cooperatimi¢ar
the glass transition in a polymer [1].

To mesure the local magnetization of physical sgsteve developped an experimental setup based
micronic and sub-micronic magnetic sensors workihtemperatures 4 K € < 300 K. To allow for high
resolution measurements, several techniques mimgiparasitic noise contributions have been use
Antivibration devices, complete anti-RF shieldidgsm the sample till the first amplification stagese of
very low noise preamplifiers (NF-LI75A ®) eventuase of the coincidence between two amplifiers t
suppress their voltage noise contribution, etc.uaed micro-Hall sensors made from a two-dimension
electron gas (2DEG) in AlGaAs/InGaAs/GaAs heteradtires [2-5]. The low density of the electron ga
allows for a large Hall coefficient of 82Q.T™ for 4K < T < 350K. The largd range and an unlimiteg-
field dynamics are very attractive features of sdelli sensors. We plan to use simple Hall croszesyell
as linear arrays of Hall crosses that will allovatig correlations measurements. Note that in addip
the Hall sensors themselves, it is possible teepatadditional circuits such as thermometers, chitst-
end electronics, etc. At present, our Hall probizessrange from 1x1 to 5xam?, and are patterned by
photolithography at Thales Research Technology.cReg submicronic sizes either by electron beai
lithography, or by focussed ion beam passivatiaigs envisaged in our project.

With a simple Hall voltage measurement, the resmiutve obtained ranges from 5 toxI®’ T
(FWHM) for temperatures below 80 K and measurematets of 0.1 — 10 Hz. The main limitation to the
resolution comes from excess noise, withi /(0.3 < a < 2) or Lorentzian spectra and a powe
proportional to the squared bias current. Howewerstarted to use the “spinning current” methochictv
cancels the Hall voltage offset) in order to imgrdiie resolution [4]. The figure (left) shows acpem
obtained with this method at ambient temperature Striking result is that the excess noise has be
suppressed and the noise is almost independehe difias current, close to the Johnson-Nyquist |&es
resolution improvement expected at low temperaguteus larger than one order of magnitude.

One of our goals is to measure the local magnétitifations of spin or superspin glasses [6] (i
particular, to investigate the violation of thediuation-dissipation theorem [7]), and more gemgialand
3D assemblies of magnetic (or superconducting)rasténg nano-objects with various disorder levels
aging ferromagnetic systems, etc. The fluctuatiaresrelated to the correlations among the elemente

magnetic moments, thus their measurement will pi@an information on the correlation length an
lifetime. With our devices, the measurable spatetsizes should be larger than ~300 nm x ~1 ms. T
physical system of interest can be microscopic,nesmaller than the probe itself. We succeded
depositing a microdrop of 20 pl of a ferrofluid tire Hall probe surface. On the other hand, if thsjzal
system of interest is macroscopic, the geometanaéxperiment will consist in applying the locabipe on
the surface of the sample. Thus an important cuesti be adressed is that of the volume in the Eathpt
will contribute to the measured signal. A simplécakation gives a first answer to this questionséming
that the magnetic probe is at the distaddeom the surface of the sample, which is supposethie its
three dimensions much larger théiand the probe size, it is possible to calculateviir@nce 98,°> of
the magnetic field fluctuations along a directioperpendicular to the sample surface. We assuni¢htha
field is due to independent magnetic moments flatitg isotropically and uniformly distributed ineth
sample. On the figure (right), the spatial disttibn of the magnetic moments contributing to theasueed
variance of the field is given as a function ofitlistancer to the probe. This distribution is peaked ffer
1.2d, and appoaches zerordswhenr increases. As a consequence, only the momentgtbaa distance
to the surface of the order dtontribute to the fluctuations of the measuredmesig field. Thus, when the
probe is used to measure fluctuations, it is tHagal’ provided thatd is sufficiently small. This is due to
the fact that the variance’®,”> is the sum of squares (the contributions of tamentary momenta which
are proportional ta®) weighted by a geometrical jacobiahr®. On the contrary, the measured magneti
field <B,> (when the sample magnetization is non zero) islacal’ in the sense that the distribution of
the magnetic momenta contribution for largearies as™.
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Figure: Left: Power noise spectra of the Hall vgétaat ambient temperature obtained on a Hall dvgss
using the spinning current method. The horizorited Is the Johnson-Nyquist noise of the cross. Righ
Calculated spatial distribution of the contribusoo the variance of the measured magnetic fie
fluctuations, for a local magnetic probe placedaamacroscopic sample as a functionréd (r : distance
from the probe center to a microscopic volume elgnrethe sampled : distance between the probe an(
the surface of the sample).
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For more than ten years now, the discovery of Stochastic Resonance (SR) by Benzi in the context of
climate dynamics has changed forever the way to consider noise in nonlinear media [1]. Indeed, under
certain conditions, it has been shown that the response of a nonlinear system to a deterministic excitation
can be enhanced by an appropriate amount of noise via S.R. [2]. This counter intuitive phenomenon has
naturally encouraged researchers to include the contribution of noise in their investigations, leading to
interesting applications in different fields such as modeling of biological systems [3], signal processing
[4, 5], image processing [6, 7] or nonlinear information transmission [8, 9, 10], to cite but a few. In this
last area, it has been demonstrated that if we drove a nonlinear pass-band electrical transmission line
beyond its high cut-off frequency with a periodic excitation, the addition of an appropriate amount of
noise would trigger soliton generation in the medium with a given probability [11]. In the same way but
in the absence of noise, Geniet and Leon [12], have theoretically studied a completely different nonlinear
system. Indeed, considering a medium described by a sine-Gordon equation subjected to irradiation at
a frequency in the stop gap, they have showed that, when the driving amplitude at the input boundary
exceeds a threshold value, a large amount of energy flows through the medium by means of nonlinear
modes generation. This phenomenon, known under the name of Nonlinear Supratransmission, has been
reported in various nonlinear waveguides, but most often in the deterministic case. Contrary to the works
presented in reference [11], we choose here a driving frequency in the stop gap and we consider media
described by the sine-Gordon equation. In particular, we investigate if the addition of noise can induce
the nonlinear supratransmission effect in a range of parameters where it does not occur. Therefore, the
medium is ruled by the following differential equation:

d*U,
dt?

— A Uny1 + Un_y — 2U,) + wisinU, +v,U, = 0. (1)

Moreover, to assume an absorbing end, the damping coefficient 7, in eq. (1) is null for all cells of the
chain except for the last few cells. The profile of the damping coefficient is the following:

2)

2n — 2N )
Yo =1+ tanh(u)

2b

Lastly, the boundary conditions are almost exactly the same than those used by Geniet and Leon in [12],
that is:

ug(t) = Asin(Qt) + n(t), un(0) =0, 11,(0) = AQe™ . (3)

In eq. (3), n(t) is a white gaussian noise of R.M.S. amplitude o whereas the coefficient A is defined by
_ 02
A\ = arcosh (1 + %) (4)

We have set the parameters of the chain to wy = 1, ¢ = 10, while the angular frequency of the sinusoidal
driving is adjusted to € = 0.95. In addition, the time of the simulation is set to 7' = 2000 and the size of
the chain is N = 4000. In absence of noise, the critical amplitude beyond which supratransmission occurs
is then numerically obtained for A* = 1.24. We consider a range of amplitudes of excitation A below the
critical value A* and we investigate the probability to induce supratransmission versus the noise intensity
o. We obtain the bifurcation diagram of fig 1 which allows to extend the supratransmission effect to
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Figure 1: Bifurcation diagram of the sine-Gordon chain submitted to a noisy sinusoidal excitation.
There exist three regions of parameters that allow to induce supratransmission with a given probability.
Parameters: N = 4000, m = 500, b = 140, wp = 1, ¢ = 10, 2 = 0.95.

the case of a more realistic signal, namely a noisy sinusoidal excitation. Usually, the media that display
the supratransmission effect also exhibit a bistable behavior resulting from nonlinearity and generating
hysteresis properties [13]. Since it has been proven that the bistable behaviour of nonlinear system can be
used to realize stochastic detection [14], we trust that the sine-Gordon media which also shares a bistable
feature could be used for signal processing purpose to enhance the detection of weak noisy signals.
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The mean orientations of the fluctuations of the director of a nematic liquid crystal are measured
using a sensitive polarization interferometer. When an electric field is applied perpendicularly to the
initial alignment of the molecules, there is a critical point for which molecules try to align to the field.
This is called the Frédericksz transition which is expected to be second order phase transition. We
show that near the critical value of the field the spatially averaged order parameter has a generalized
Gumbel distribution instead of a Gaussian one. The latter is recovered away from the critical point.
‘We investigate also experimentally the non equilibrium behavior of the liquid crystal during its critical
relaxation. Correlation function and response function are measured during the quench and an aging like
behavior is clearly displayed.
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Investigated critical behaviour of 1/ f noise in new kind of percolation problem - so called internal
percolation problem (IP). For usual percolation current flows from top to bottom of the system and here it
can be called as external percolation problem (EP) despite of the IP case when voltage is applied to the
system through bars which are inside of the hole in system (see Fig.1).

S
ES

[\
a b
FIGURE 1. Schematic plot of the external (a) and internal (b) problems.

EP problem has two major parameters: M — size of system and a, — size of inclusion, lattice size etc.
IP holds one more parameter — the size of hole - L.

In EP for sizes M > &, where & - correlation length, the conductance of whole system is not depend
on realization of random media. In IP problem if M > & two different cases exist: L> ¢ and M -L> ¢,

when size of system where current flows is bigger then correlation length and realization of random media
do not affect conductance of the whole system and the case when such condition is not true either L <& or

M —-L<¢ - the system looks like rectangle with one side less than correlation length and therefore
conductance will depend upon random realization.

FIGURE 2. Averaged (over 50 random realizations) spatial distribution of 4-th moment in EP system (a) and IP system (b),

with a hole in the centre.

Computer simulations of IP problem was performed see for example Fig.2. Results of computer
simulation shows, that indexes of relative spectral noise density of 1/ f noise and higher moments are

really differs from those in EP problem.
The source of such behaviour is discussed and also possible further modifications of IP problem are
introduced.
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Anomalous behavior of electronic noise related to the
onset of current instabilities in n™nn™ diodes
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It is well known that under nearly-thermal conditions the spectrum of current noise in homogeneous
resistors exhibits a Lorentzian shape with a cutoff frequency determined by the momentum relaxation
rate. In the case of n*nnt diodes there appear an additional high-frequency spike (usually in the
region 5-20 THz) caused by a hybrid plasma resonance at the n*n-homojunctions. By increasing the
static voltage applied between the diode terminals, the Lorentzian part of the noise spectrum can be
transformed following two main scenarios which reflect: (i) the hot-electron velocity noise behavior in
bulk materials, (ii) the dynamic behavior of electrons in the structure determined by carrier propagation
and redistribution coupled with the self-consistent electric field. The most interesting case from both
the fundamental and applied point of view corresponds to the second scenario when various current
instabilities related to Gunn-effect, plasma effects, etc. can appear above some threshold value of the
applied voltage. The onset of such instabilities can lead to a drastic change of the noise spectrum at
frequencies below the hybrid plasma resonance frequency. Numerous Monte Carlo simulations for different
situations evidence that such a transformation of the noise spectrum includes: (i) the appearance of noise
spikes at resonant frequencies of the structure determined by physical effects responsible for the instability
(Gunn-domain and the associated formation of an accumulation-layer and its propagation, plasma waves,
etc.), (ii) the enhancement of the noise level (sometimes up to several orders of magnitude) and the
appearance of extra resonances in the frequency region below (and even considerably below) the resonant
frequency range. While the former phenomenon has an evident physical interpretation related to the
appearance of spontaneous oscillations of the current at the resonant frequencies of the instability, the
latter one has no evident connection with the resonances and can be considered as an anomalous behavior
of noise. Usually, a considerable enhancement (up to 1-2 order of magnitude) of the low-frequency noise
appears just below the instability threshold. With further increase of the applied voltage this anomalous
extra noise practically disappears. One can suppose that such a noise is related to dynamic/stochastic
processes formed at the initial stage of the instability because of transitions between ”dynamic” states
characterized by the presense and absence of current oscillations. Nevertheless, the origin of such an
enhancement of electronic noise can still be considered as an open question. From an applied point of view
such a low-frequency noise enhancement is very interesting since it can be used as an indicator of the onset
of high-frequency intabilities, even without a precise identification of the physical processes responsible
for the instability. Therefore, the investigation of its origin is of great practical interest especially having
in mind that direct measurements of noise and microwave generation in the THz frequency region meet
with a lot of difficulties. Accordingly, the aim of this work is to investigate in detail the formation and
the possible origin of this anomalous low-frequency noise enhancement by using Monte Carlo Particle
simulations of various current instabilities related with Gunn-effect, low-temperature optical phonon
emission, plasma waves excitation, etc. in InP and nitride-based n*nn™ structures.
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Avalanche flux penetration dynamics has been experimentally observed in a Josephson medium, a
granular high-7. superconductor, with slowly increasing an external magnetic field. The observed voltage
spikes are associated with the stepwise penetration of the field into the superconductor and obey the
power-law size distribution. The results directly confirm the hypothesis of self-organized criticality in
such a system. But details of fluctuation dynamics in the self-organized critical state of such system is
not clear completely.

Granular high-T,. superconductors are known to be strong-pinning multiply-connected Josephson me-
dia that can be described by the critical state concept (see, e.g., [1, 2]), proposed for ordinary type-II
superconductors by Bean [3].

According to Ginzburg [4], the main parameter of a Josephson medium is the ratio of the characteristic
granule area to the Josephson vortex area:

2
a . Dq
V=—og— XNyp=—-—"2 1
Xy T ampopies pjea @

where .y is the effective permeability of the Josephson medium, j. is the critical current density. The
continious approach of the Bean critical state is valid for the case V < 1. Taking j. = 10® A/m?, pess =
0.5, and a = 10 pm, we obtain V &~ 2. Thus, criterion (1) is violated. Physically, this implies that
each elementary loop formed by adjacent granules serves as a discrete pinning center for the flux quanta.
Therefore, strong pinning is an intrinsic property of the system. In this case, continuum equations are
inapplicable and the Josephson medium is described by the equations with marked discreteness that
are equivalent to those describing the system with self-organized criticality (SOC) [5]. Structurally, the
critical state combines a large number of metastable critical states through which the system walks.
An external perturbation drives the systems out of one such metastable critical state and generates a
dynamic process (avalanches). The avalanches may be either small or large, involving the whole system,
but both are induced by equally small perturbations. This behavior was called self-organized criticality,
which manifests itself in a power-law size distribution of aches.

Ginzburg [4] showed that the self-organized critical state in the low-field electrodynamics of the
Josephson medium appears ab initio from Maxwell’s and Joseph-son equations, and, consequently, the
avalanche dynamics is an intrinsic property of the system.

Thus, the appearance of a self-sustaining critical state (according to the Bean model [3]) and the
characteristic scaling avalanche dynamics (according to the Bak model [5]) are the main attributes of the
self-organized critical state in hard superconductors. Thus, the experimental study of the flux dynamics
particularly in a Josephson medium with strong internal pinning on discrete Josephson loops, which is
exemplified by a granular high-Tc superconductor, is of supreme importance for the confirmation of the
self-organized critical state in such a system [6].

The pickup coil study was carrier out on the Y BaaCugO7_, ceramic prepared by the standard proce-
dure. An external magnetic field was generated by the coil fed with a self-made high-accuracy integrating
current source, which provided an accurate long-term linear field sweep. The measurements were per-
formed in at liquid nitrogen temperature.

The accumulation time was as long as several hours, depending on the time constant of the current
source, and the rate of the flux variation in the sample was down to one quantum ®, per second. Before
each measurement, the sample was warmed up with a subsequent zero-field cooling.

The jumps of the flux penetrating into the sample were detected as short unipolar spikes of the voltage
induced in the pickup coil. The apparatus allows us to observe avalanches of at least 100 flux quanta,
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Figure 1: Accumulated amplitude of voltage spikes at the field ramping rate 13 ®¢/s. The record time
is 3600 s(left). Amplitude distribution of voltage spikes. The slope of the linear fit is &k = —1.8 (right).

which is coobtained by Field [7].

The fragment of the accumulated amplitude of spikes S ~ XE;, where E; is the induced voltage
exceeding the threshold value equal to five standard deviations, is shown in Figs. 1 (left). The quantity
S is proportional to the flux that has entered the sample. Obviously, the flux jumps of the random
amplitude are observed.

Figure 1 (right) presents the amplitude distribution of the voltage spikes. The flux penetration is
seen to occur in the form of jumps that obey a power-law amplitude distribution Pg ~ E*, where
k=-184+0.2.

Such a scaling behavior is direct evidence of the existence of the self-organized critical state in the
Josephson medium.

This work was supported by the Russian Foundation for Basic Research, and by the Division of
Physical Sciences RAS (programs "Macrophysics’ and ’Strongly Correlated Electrons in Semiconductors,
Metals, Superconductors, and Magnetic Materials’).
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Noise influence on electron dynamics in
semiconductors driven by a periodic electric field
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Semiconductor based devices are always imbedded into a noisy environment that could strongly affect
their performance. A study about the constructive aspects of noise and fluctuations in different non-linear
systems has shown that the addition of external noise to systems with an intrinsic noise may result in a
less noisy response [1]. The possibility to reduce the diffusion noise in semiconductor bulk materials by
adding a random fluctuating contribution to the driving static electric field has been tested in ref. [2] and
previous numerical results of noise-induced effects in semiconductors has shown that this opportunity
exists also under cyclostationary conditions [3]. Moreover, recent studies on the modification of the
spectral density of the electron velocity fluctuations in a GaAs bulk, caused by the mixing of two high-
frequency periodic electric fields, have shown that the total power of the intrinsic noise is very sensitive
to the amplitude and the frequency of the excitation signals [4, 5].

In the present work we investigate the noise-induced effects on the intrinsic carrier noise spectral
density in low-doped GaAs semiconductor driven by a high-frequency periodic electric field. The electron
dynamics is simulated by a Monte Carlo procedure which takes into account all the possible scattering
phenomena of the hot electrons in the medium. The starting point for our analysis is the computation
of the changes in the integrated spectral density (ISD) of the electron velocity fluctuations caused by the
addition of an external correlated noise source.

The results reported in this work confirm that, under specific conditions, the presence of a randomly-
fluctuating electric field added to an high-frequency periodic field can reduce the total noise power.
Furthermore, we find a nonlinear behavior of the ISD with the noise intensity D. In particular, the ISD
vs. D diagram shows the presence of a minimum which critically depends on the noise correlation time.
This minimum could be ascribed to a combination effect of the external noise amplitude and the ratio
between the noise correlation time and the characteristic time scale of the system. We have extensively
investigated the details of the electron transport dynamics in the semiconductor. Our study reveals that
the system receives a benefit by the constructive interplay between the random fluctuating electric field
and the intrinsic noise.
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L SM O thermometer s for uncooled bolometric applications
B. Guillet, J.M. Routoure, S. Flament, L. Méchin
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We report measurements of the temperature coefficiethe resistance (TCR) and the low-frequendgeno
of epitaxial La Sr  MnO (LSMO) thin films deposited on Silicon (Si), SITiQSTO) substrates.
0.7 0.3 3 3

An x-ray-diffraction study showed that the films nee(001) oriented. A normalized Hooge parameter ¢
9x10° m* was measured at 300 K in the case of arh@wide, 575um-long line patterned in the 200-nm-thick
film grown on STO substrate. This value is amorgltwest reported values for manganites and closalties
measured in standard metals and semiconductorscdiesponding noise equivalent temperature (NEa§ w
constant in the 300-340 K range and equalxb08 K Hz*? at 10 Hz and 0.15 mA for a 10n-wide, 575um
long line patterned in a 200-nm-thick LSMO film [IThis very low NET value is comparable to the bes
published results for manganites and was even foair lower than the NET of other uncooled therretars
such as semiconductors (a-Si, a-Si:H, a-Ge, p@Bepand other oxide materials (semiconducting YBEOX,
other manganite compounds). The results show itk a TCR of only 0.017Kat 300 K, and thanks to a
very low-noise level, LSMO thin films are real potial material for uncooled thermometry and bolayet
Optical responses of a LSMO sample at a wavelemdtt533 nm in the 300-400 K range has bee
investigated [2]. We measured an optical sengitivit I=5 mA of 10.4 V W and corresponding Noise
Equivalent Power (NEP) values of 810™° W HzY? and 3.%10%° W HzY? at 30 Hz and above 1 kHz,
respectively.

Simple considerations on bias current conditions gmermal conductance G are finally given for ferth
sensitivity improvements using LSMO films. Finaltile possible use of these thermometers with smefNET
characteristics for the fabrication of both memleréype bolometers for mid-infrared detection andeana
coupled bolometers for THz applications is discds$evestigations on the feasibility of multipixelamera will
be also showed.
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1/f Noisein polyaniline/ polyurethane (PANI/PU) blends
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Ecole des Mines de Douai, Laboratoire des Polym@ogslucteurs et CEM

941 rue Charles Bourseul, 59500 Douai, France
*Contact :Liang@univ-littoral.fr

We investigated the electrical conductivity and the-frequency noise at room temperature ¢
polyanline / polyurethane (PANI/PU) blends withfelient compositions and deposited by spin coatin
The concentration of PANI varies from 5% to 50%d éhspecimens of 100% concentration have be:
respectively deposited on different substrates deramic, PVC, and Teflon). The layer thickness we
between 121m and 22Qum. The conductivity ranged from 46/m to 10 S/m and the sheet resistance wa
between 42 and 50Q.

A morphological study by optical microscope and TEBVealed the formation of conductive
meandering routes by self-assembly of the PANI comept [Ref 1]. From their results it turned outttha
the PANI component seemed to be connected likexébfe net with a wire diameter of about 20 nm. Th
PANI/PU conductivity did not significantly changetivthe increase of the elongation in a tensiléetes
[Ref 1]. This indicates that the resistance is emr@ted in the contact region between a pair MIR&ires
and much less in the flexible wires. This implibattthe flexible wire-net in a tensile test aretsty
unwinded due to the elongation but the contactsvdx conducting paths are kept constant and r
disconnected during the elongation.

According to Hooge's empirical relation under camstvoltage conditions, flhoise results obtained
on homogeneous fields can be described as [Ref 2],

S(f)_S(f)_a _ a
r? v?2 fN  fnWLt

a, the 1f noise parameter is volume independent with vahetaeen 18§ and 10 for metals and

semiconductors\ the number of free charge carriers. For layesndhown thickness, it is convenient to

characterize the layer with its sheet resistaRge= RWL = o't and relative noise b@,s wheret is the
thicknessL the length between two line contacts &és the width of the layer.

a _f. a
= = SI WL Cus = th = anURsh = KRsh

us nt Vz

The characteristics of the different specimensgaren in Table |, and the results are summarized
the Cys versusRg, plot of figure 1. A proportion betweeB,s andRsh is observed, and the proportionality
factorK can be different for high ohmic samples compaeeldw ohmic samples (see table | and figure 1
Also, theseK values are very high compared to values founcbimdgeneous materialg 6x10™°mn/Q
in Au for example [Ref 3]). To explain these extemnhigh values, we propose a model based on tieakyp
morphology of the PANI component and type of contstween touching molecules (fig. 2). This mode
shows that the high values f& are due to a strong current crowding at the corgpot between two
touching PANI wires and the spaghetti-like struetaf the conducting network (fig. 3).

This study shows that the noise results can be ased tool to understand better the transpc
mechanism and to propose technology improvements.

Tablel. Characteristics of the different samples

No. Sample Tl resistar i K=CufRen [ap]es =KIq 4
1/f noise
t (um) R (Q) & (S/m) Cus(mnf)  (MnfiQ)  (cnfiV's)
1 PANIPUS5% 150 47.3 140 1x10° 2.1x10% 13110
(free)
2 PANIPU 5%-b 170 26 230 5x10° 1.9<10% 11940
(free)
3 PANIPU10% 220 8 570 3x10° 3.8<10% 23m10 C
(free) C L
4 PANIPU 20% 70 9 1.6x10° 2x10° 2.210% 13710
(free) C
5 PANIPU50% 55 4.4 4.1x10° 1x10° 2.3x10%° 14410
(free)
6 PANI 125 10 8x10° 5610 560" 3.50a0
(Ceramic)
7 PANI 12 7.7 1.1x10" 1310 1.7x10%  1.0610° A
(Teflon)
8 PANI 125 7 1.1x10° 1.4<10%  1.910™ 12110

Figure 2. Spaghetti-like mor phology of

(PVC)
the PANI wires touching each other

Figure 1. Comparison of the proportionality factor K between
high ohmic samples and low ohmic samples

———

Figure 3. Contact between 2 crossed
PANI wires
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1 Introduction

GaN is a kind of wide-bandgap semiconductor suitable for high-power-density, high-frequency and high-
temperature applications. Research is currently focused on the development of AlGaN/GaN high-
electron-mobility transistors (HEMTs) and on the blue and ultraviolet light emitting diodes or laser
diodes. The performance of these devices, however, can be limited by the defects within the AlGaN/GaN
heterostructures typically appearing as the current collapse induced by drain bias stress [1]. The ac-
tivation energy of the deep trap center causing the current collapse has not been clarified yet. The
low-frequency-noise (LFN) measurement of semiconductor devices is known to identify the deep traps
in the semiconductor [2], being rather effective method to assign those of low barrier height materials
like those in the InGaAs heterostructures [3, 4]. We report the study of current collapse in AlGaN/GaN
heterostructure devices by LEN measurement at low temperatures. Additionally, the effect of SiN surface
passivation is reported.

2 Experiment and Results

The AlGaN/GaN heterojunction structure was grown on a 2-inch c-face of a sapphire substrate by metal
organic chemical vapor deposition (MOCVD) for a high-breakdown-voltage metal-insulator-semiconductor
HEMT (MIS-HEMT) [5, 6, 7]. The layer structure consists of a 4-ym-thick undoped GaN layer followed
by the 15-nm-thick undoped Alj25Gag 75N barrier layer. To form ohmic contacts at the drain and
source electrodes were made by depositing Ti (25 nm thick), Al (100 nm), Ni (40 nm) and Au (50 nm) by
electron-beam deposition and annealing by rapid thermal annealing at 700°C for 120 s in Ny. The specific
contact resistivity was determined as 2.6 x 1076 - cm? by the transmission line model (TLM) structure.
Layers of Ni (25 nm) and Au (500 nm) were deposited by electron-beam deposition to form the gate
contact. The gate length and source-drain distance was 2 pm and 6 pm, respectively. A 120-nm-thick
SiN layer for surface passivation was deposited on the completed device by ECR sputtering.

LFN measurements were performed using the TLM structure patterned on the wafer used for dc
characteristic measurements. The conducting channel of the device has a width 200 pm and a distance
of 10 pm between the ohmic contacts. The device was mounted on a TO5 package and placed into a
cryostat designed for high-sensitivity LFN measurement. The low-frequency spectra were measured in
the frequency range from 1 Hz to 10 kHz and in the temperature range from 20 K to 290 K. The sample
current was approximately 5 mA.

Figure 1 shows temperature dependence of noise density Si at different frequencies (f = 1, 10, 100,
1000 and 10000 Hz) for the unpassivated (a) and passivated (b) devices. As shown in Fig. 1(a), there
is peak (E1) corresponding to generation-recombination (G-R) noise induced by electron traps in the
epitaxial layer of the unpassivated device at temperatures from 50 K to 110 K. On the other hand, in
the noise spectra of the passivated device, G-R noise at peaks Es and Fj3 as well as E; were observed;
however, the current noise density of E, for the passivated device is 12 dBA/v/Hz lower than that of the
unpassivated device. It is supposed that G-R noise at peaks E2 and E3 also occurred in the unpassivated
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Figure 1: Temperature dependences of current noise characteristics Figure 2: Arrhenius plots of the
for AlGaN/GaN heterostructures without SiN passivation (a) and fluctuation time constant, 7, for
with SiN passivation (b), for different frequencies (10, 100, 1000 and ~ AlGaN/GaN heterostructures.
10000 Hz).

device; however, they were not observed, because the G-R noise at F; is much larger than those at Eo
and Es3. The activation energies of these G-R noises correspond to deep traps.

The Arrhenius plots of G-R noise at Fy, E2 and Ej illustrated in Fig. 1 are shown in Fig. 2. The
activation energies of the G-R noise at Ey, E2 and Fj3 extracted from the Arrhenius plots were 47 meV,
131 meV and 235 meV, respectively. It is supposed from the results shown in Fig. 1 that the activation
energy of 47 meV for the G-R noise at peak FE; corresponds to the deep trap center causing current
collapse.

3 Conclusion

The effect of surface passivation on LFN for AlGaN/GaN heterostructure devices was studied. The
measurement results of the temperature dependence of LFN for the A1GaN/GaN heterostructure device
showed that the current noise density of the G-R noise at E; for the unpassivated device is much larger
than that of the passivated device. The activation energy of the G-R noise at F; was 47 meV, which
corresponds to the deep trap center causing current collapse. All these results show the importance of
decreasing the deep trap of activation energy 47 meV for improving the performance of AlGaN/GaN
HEMTs.
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In this paper we discuss the effect of dissipatedvgy on characteristic time of noise spectr
transformation of wide-band gap AlGaN/GaN transistouctures with long channels. It is found thas t
time as a function of temperature demonstrates rexqt@l dependence with definite activation energ
Obtained results are explained based on developetelnof nonequilibrium fluctuations of the sample
resistance.

INTRODUCTION

Over the last decade, there has been growing stterestudy of GaN-based structures owing to the
unique fundamental properties. Despite the progmessde in the production of these structures, inowd
AlGaN/GaN high electron mobility transistors (HEMTg¢he quality and reliability of the obtained
structures are still below that predicted and neglifor commercial application. Several models wel
developed to explain deterioration in time of tiattss characteristics, but specific features dmelrt
evolution is still under debate[1,2]. This papeoyides an alternative way to study transport prigeiby
investigating dynamic of noise spectral charadiessAnalysis of the noise behaviour allows ustiedy
nonequilibrium effects induced by lateral elecfi@dd redistribution.

EXPERIMENTAL DETAILS

The investigated devices were fabricated frog,&a 79N/GaN undoped heterostructures grown b
MOCVD on sapphire substrates. The conducting cHanitle two dimensional electron gas (2DEG) wa
formed at the AlGaN/GaN interface due to spontaseand piezoelectric polarization effects. Latere
devices with 20Qum width and different distances between contacts1f6 to 200um were studied. The
noise behaviour is studied in long channel samplesmove influence of contact regions. Standardioh
contacts were processed. Spectral noise chardicterigere measured in the frequency range from tbHz
100KHz using a low noise preamplifier and spectramalyzer HP 35670A. |-V characteristics of the
HEMTs were simultaneously recorded within a tempeearangel'=70-300K

RESULTSAND DISCUSSION

The measured current-voltage characteristics detnave@sa linear behaviour until approximately
V=1V. With higher voltages the curves become swalimand for highest voltages the differential tesise
becomes negative.

The noise spectra for long samples are changingifisantly with applied voltage. The set of
nonegquilibrium noise spectra normalized on equiilior noise (V = 100-200 mV) for samples of differen
length is shown at Fig.1a. One can notice a drg6ti7 orders of magnitude) increase of maximas@oi
level for the 20Am long sample. Similar behaviour is observed atelotemperatures with very weak

temperature dependence of maximal value of norewlizonequilibrium noise. On the other hand,
characteristic time, determined in this work bygfrency of transition to high-frequency fall-off tfe
spectrum, is strongly changing with temperaturg.@f). Taking into account that dissipated powés P
proportional to the temperature of a self-heatioge can estimate a temperature dependence
characteristic time as exponential, i.e. determimedn activation process.
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Fig.1 (a) nonequilibrium noise spectra of TLM-stires with different channel length normalized on
equilibrium noise. Applied voltage V = 88ample temperature at V = 0 equals §&T90K
(b) dependence of characteristic time on dissgbpbwer at different starting temperatures for
sample with channel length equal L 340

To explain the observed behaviour we are suggeatimgpdel of nonequilibrium low-frequency noise
in TLM HEMTs. Low-frequency part of the noise speat is increasing due to a feedback betwee
dynamic potential redistribution in the barrier ghattuation of electron concentration in the chainifhe
latter is determined by the space, occupied bekbetrons, i.e. by channel length. Therefore irsees the
length leads to increase of the amplitude of flattns as observed in the experiment. In the saneethe
high-frequency part of the spectrum, separated fimm frequency part by steep transition region witl
characteristic time, does not undergo any significant changes.

CONCLUSION

In summary, we demonstrated an alternative waytudyscharacteristics of AlGaN/GaN HEMT
structure in high dissipated power regime usings@a@pectroscopy. Transport and low frequency noi
spectra measurements allowed us to analyze theamisahs of current formation in the HEMT structures
Two regions of noise spectra with different behaviavere registered. The characteristic time consta
extracted from the spectra demonstrate exponergndiemce on dissipated power and temperature w
definite activation energy. Our results show tH&NItride based heterostructures in conjunctiorthwi
improved technology will provide one of the mosbipising solutions for high-frequency high-powel
applications. We propose the model of nonequilibriluctuations excited by thermal activation ofrezns,
captured by traps in the barrier layer, to the catidg channel. This model is satisfactorily applie
explain our experimental results.
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Transition process of superconducting nanogranular M gB,
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A rather simple model [1] for the interpretationtbé noise produced during the resistive transitibn
disordered granular superconductive films, indubgda slow temperature change, has been recer
developed and tested on Mglims. The model is based on the onset of coredlatansitions of large sets
of grains, forming resistive layers through thenfitross-section area during the transition procgels.
strong non-linear behaviour and correlation of gn&ins produces abrupt resistance variations, gikise
to the large noise, of thef¥ type, observed in experiments. Alternative modieisnd in the literature,
describe the transition of mono-crystalline or graiiented superconductive films in terms of quamtu
fluxoids depinning and motion. In this case a mlasber noise, of the 1" type, with n between 1 and 2,
is expected. Very few experimental data are foundhe literature concerning this case, and, sihee t
power spectra are always given in arbitrary uritslear proof of the validity of these models, wilea
transition takes place at low bias currents and teéhe critical temperature, is not establishEukere is
the possibility that, in the presence of a magrfégid, a mixed state of superconductive and norstete
domains might be evidenced by measurement andysial of the transition noise. While these
experiments, at the moment, cannot be performethgote the difficulty of obtaining MgBsingle crystals
of sufficiently large dimensions, in the presenpgrapreliminary results will be given on the traiosi
noise of MgB granular films produced by the application of ateenal magnetic field. A comparison with
the spectra obtained when the transition is indumed temperature change might give some evidehce
the possible role played by fluxoids depinnindeast during the first stage of the transition.
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tunnel barriers.[3]
Analysis performed in the framework of Dutta-Horn-Dimon 1/f noise model [4] suggests that increas-
ing bias does not modify distributions of activation energies in elementary twoOlevel fluctuator ensembles

1/f Resistance Noise in Low-doped La Ca Mno responsible for generation of 1/f noise, except for the low temperature case. The nature of the low tem-
I-z T 3 perature fluctuators, their relation to those active at higher temperatures as well as physical mechanisms
Manganite Single Crystals involved in changing their energy distributions exclusively at low temperatures are the UPON that will

be discussed.
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Fundamental interest in mixed-valence manganese perovskites arises from their strongly spin-dependent
conductivity and pronounced manifestations of phase separation (PS). In a complex and rich phase dia-
gram of La; _,Ca,MnO3 (LCMO) manganites the critical doping level z¢ = 0.225 separates ferromagnetic
(FM) insulating ground state at z < z¢ from FM metallic ground state above z¢. In the doping range
0.17 <x< 0.25 a mixed FM state composed of insulating and metallic FM phases with different levels
of orbital ordering appears below Curie temperature T¢. Therefore, transport properties of low-doped
LCMO, z < z¢, became markedly different when the temperature is changing.

Hopping conductivity controls transport in the paramagnetic (PM) insulating regime at high temper-
atures T' > T Intrinsic PS associated with metal-insulator (M-I) transition at T' T¢ leads to percolation
conductivity in the FM state at 7" < T¢. Low temperature resistivity is likely dominated by tunneling
across intrinsic barriers associated with extended structural defects, such as twins and grain boundaries,
and/or with inclusions of insulating FM phase interrupting metallic percolating paths.[1]

In such complex system as low-doped LCMO one expects that noise data will allow to get a deeper
insight into the dynamics of dissipation processes associated with different transport mechanisms. In this
presentation we discuss electric noise properties of dc current biased low-doped Lag g2Cag.1sMnO3 single
crystals at zero applied magnetic field.

The noise was found to have 1/f spectral form in a wide temperature range, independently of the
changing dissipation mechanism. Moreover, changes in the noise intensity with changing temperature
follow resistivity changes suggesting that resistivity fluctuations constitute a fixed fraction of the total
resistivity, independently of the dissipation mechanism and magnetic state of the system. At all temper-
atures the noise scales as a square of the current as expected for noise resulting from bias independent
resistivity fluctuations probed by the current flow. However, at low temperatures where transport is
dominated by tunneling mechanism the noise intensity decreases with increasing bias at bias exceeding
some threshold value.

We find correlations between behavior of the noise at low temperatures and that of d2I/dV?, known
to be related to the density of states involved in the tunneling process. At low bias the noise increases,
as the square of the current, until the first peak of d?I/dV? appears. Above the peak the noise decreases
with increasing voltage in a certain bias range. In general, a peak in d?I/dV? is a signature of a
step-like conductivity increase. One can therefore attribute d?I/dV? peaks to openings of additional
tunneling channels with higher conductivity, as predicted by theoretical models of indirect nonelastic
tunneling through a chain of localized states.[2] The theory predicts that the probability of indirect
inelastic tunneling through increased number of localized states N increases with increasing bias. The
conductivity of an inelastic channel increases exponentially with increasing N. Let us underline that
in the investigated system the force exercised by electric field of the bias can directly influence the
topology of PS by stretching insulating FM phase and thus increasing the effective width of intrinsic
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Full Counting Statistics of Avalanche Transport: an
Experiment

J. Gabelli and B. Reulet
Laboratoire de Physique des Solides,
UMRS502 batiment 510, Université Paris-Sud 91405 ORSAY Cedex, France

Current noise, i.e. the variance of the current fluctuations, is the simplest measure of the statistical
aspect of electronic transport in a conductor, beyond the dc current. Its study as a function of other
parameters (voltage, temperature, etc.) has been a powerful way to check our understanding of the
conduction process in many systems, and a tool to obtain information that is hidden in the mean current.

In order to probe the statistics of the conduction more in depth, a better knowledge of the distribution
function P(I) of the fluctuating current 7 is necessary, beyond the average (I) and the variance Sy = (i%)
with ¢ = I — (I). Most of the time the full measurement of P(I) is not possible, but a finite number of
the moments S,, = (i) of the distribution can be measured, which give some insight into the statistics
of I. For example, the third moment Ss reveals the asymmetry of the distribution around the average:
S3 =0 if P(i) = P(—i) . For a Gaussian process, S3 = 0; for a Poissonian process, Ss o (I).

While the calculation of the full counting statistics of current fluctuations in a quantum conductor
has been achieved 15 years ago, the measurement of moments of current fluctuations beyond the second
has started only five years ago. In these recent measurements, the statistics of transport is driven by
the finite rate at which electrons can pass a barrier, this rate being influenced by the voltage across the
sample.

‘We present the first measurement of high order cumulants of current fluctuations in avalanche diodes
(up to the sixth cumulant is detected with reliable calibration). In such samples, the process that
is responsible for current fluctuations is not the transport at the one electron level, but arises from
the complex statistics of charge multiplication due to spontaneous creation of electron-hole pairs that
occurs in semi-conductors in the presence of a high electric field. This mechanism has been analyzed
in the regime where no current is injected but individual e-h pairs are photo-created, giving rise to well
separated current pulses, the statistics of which being driven by the avalanche mechanism. Here we work
in a very different regime, where the sample sustains a stationary dc current. Our measurement of the
current fluctuations in the bandwidth 25MHz - 100MHz reveals a mechanism that strongly differs from
the case of single e-h pair injection.

Our experiment raises general questions, both technical and conceptual, about what can be learned
from the measurement of the statistics of current fluctuations:

1. The finite bandwidth (from f; to f2) of the detector is of no importance for the measurement of the
second moment of noise, which is simply proportional to the fo — fi. This is no longer correct for
the third and higher cumulants (for example the third one is strictly zero if fo < 2f1). So how can
one extract true statistical information about current statistics from a measurement ? How precise
has to be the knowledge of the experimental setup in order to be sure of the measurement of the
Nth cumulant 7 What are the effects of finite sampling, quantization noise, etc 7

2. How the results can help us infer the mechanism that is responsible for charge transfer in the
conductor ? Can one learn something simply from the measured statistics, without varying a single
parameter 7
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Shot noise in the interacting spinless resonant level
model

Anatoly Golub
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INTRODUCTION

The shot noise power and the Fano factor of a spinless resonant level model is calculated. The Coulomb
interaction which in this model acts between the lead electron and the impurity is considered in the first
order approximation. The logarithmic divergencies which appeared in the expressions for shot noise and
the transport current are removed by renormalization group analysis. By passing to the bosonized form
of the resonant model we show that in the strong interaction limit the tunnelling becomes irrelevant and
decreases.

The transport properties of quantum impurity have attracted great interest as a basic problems in
nanophysics. Recently, spinless interacting resonant level model (IRLM) has become a subject of a special
attention. This interest, in particular, was related to the extending the Bethe ansatz out of equilibrium to
calculate the transport current in the steady state of a quantum dot [1]. The IRLM served as a simplest
test and toy model.

The principal purpose of this work is the calculation of the current-current correlation function, in
particular, the zero frequency shot noise power. This value is very important experimentally measured
characteristic and technically it is much more difficult to obtain. Shot noise has not been considered yet.
The calculations of shot noise causes a special difficulties for Bethe ansatz approach in nonequilibrium.
Here we obtain [2] the shot noise power for a general position of bear impurity level €4 relative to the
Fermi energy which is taken at zero.

1 Hamiltonian
The standard form of the hamiltonian of IRLM has a form

H = Hy+t(>_ 4:(0)d" + h.c) + ead'd (1)
i
U 0i(0) i(0)dd
The first term corresponds to non-interacting electrons in the two leads

Hy = Z ei(k)yl i
ik

where i, €;(k) are the electron field operator and the electron energy of a lead 4, respectively. Index
i = L,R indicates left (right) lead. The second term describes the tunnelling processes. The last
one presents an important interacting term with Coulomb capacitive coupling U. For non-equilibrium
transport properties we use Keldysh technique and go to the action generalized for Keldysh space. We
develop a perturbation theory in U.

2 Shot noise
The current noise power is given by current-current correlation function

Spy = 1/2(< I()I(t1) > + < I(t1)I(t) >)— < I >*

F
0.22
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v
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Figure 1: Fano factor as function of applied voltage for different values of w. The numerical values of
chosen parameters: p/Tx = 3,€eq/T; = —0.5. The Coulomb coupling u/7 is changed from 0 (lowest
curve) up to u/m=0.1

where the current operator is obtained by a commutation of the density operator of the left or right lead
with the hamiltonian. In a symmetric presentation the current operator acquires a form

1= < 9(0)d— d(0) > = by~ v @)

In the limit U — 0 transport current Iy = % j— and shot noise Sy depend on parameters of noninteracting
resonant level
2
e
So = —(@G-—1J 3
0 in (J J1) (3)
g1 = Tlep( +T2) 7 —e (& +T%)7Y (4)

where here and below ji = wrctall% =+ arctan %’, , €4 = €g £ eV/2 and T is a tunnelling width. In
the linear regime (small voltages: V/(e? +I'?) << 1) we immediately recognize standard expressions
Iy = (2/h)T, Sy = (¢*/h)T (1 — T), where T =T?/(I'? + €2) is the transmission coefficient. In the last
formulas we have returned to the usual units (here 2 — h).

To consider the Coulomb interacting contribution we expand the average in the noise and current
formulaes to the first order in U. Direct calculations lead to the shot noise power S = Sy + Sy where

S = e s -2y )
jo = D& +T%)7 (& +1%)7] (5)
g3 = TP +T%)7 4+ (2 +1%)7
L = ln[#]
(2 +T2)(& +12)i/

Similarly, the capacitor coupling leads to a contribution to the transport current

ul . ) T, & +I% 1
- —)L+ < + Sjojt} (6)

Iy =
v o R A

In equations (5) and (6) D is the large cut-off of the order of band width, and we also introduced the
notation v = 27UN(0). In Figure we plot Fano factor F' = S/el as a function of voltage for different
values of Coulomb coupling U.
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Open questions in Counting Statistics of
Non-Markovian Processes

A. Braggio', C. Flindt?, T. Novotny?, M. Sassetti', A.-P. Jauho>*
ILAMIA-INFM-CNR & Dipartimento di Fisica, Universita di Genova,
Genoa, Italy
2 Laboratory of Physics, Helsinki University of Technology,

Helsinki Finland
3 Department of Condensed Matter Physics, Charles University,
Prague, Czech Republic
4 Department of Micro and Nanotechnology, Technical University of Denmark,
Kongens Lyngby, Denmark

The concept of Full Counting Statistics (FCS) has recently attracted intensive theoretical [1] and ex-
perimental [2, 3, 4] attention in the field of electron transport. In the contest of mesoscopic transport, the
FCS was introduced to determine the noise properties of nanodevices [5] but after it was demonstrated to
be a sensitive diagnostic tool in the detection of quantum-mechanical coherence, entanglement, disorder,
and dissipation [1].

Mathematically, FCS encodes the complete knowledge of the probability distribution P(n,t) of the
transmitted particles number n during the measurement time ¢ or, equivalently, of all corresponding
cumulants. The study of counting statistics for stochastic processes in general is of broad relevance for
a wide class of problems. For example, non-zero higher order cumulants describe non-Gaussian behavior
and contain information about rare events, whose study has become an important topic within non-
equilibrium statistics in physics, chemistry, and biology. Efficient methods for evaluating the counting
statistics of general stochastic processes are therefore of urgent need.

In recent years a number of important results was obtained in the Markovian Master Equation frame-
work. Bagrets and Nazarov have shown that the Cumulant Generating Function (CGF) is given by
the dominant eigenvalue of the Markovian master equation kernel having included the counting field
factors[6]. Flindt et al. have shown that it is possible to calculate an arbitrary order of cumulants using
an appropriate pertubative approach in the counting field[7].

For cases described by non-Markovian master equation but with a short range memory, no power-law
tails, was shown that a CGF scales linearly with time, as in Markovian processes, and can be calculated
via a peculiar non-Markovian expansion[8].

Here we present a method which unifies extending those earlier approaches[9]. We will consider
systems governed by a generic non-Markovian GME of the form [10]

d = o n—n',t—t)p(n',t' n
Ep(n,wf;/odtm =)ol ¥+ (). W

where, the reduced density matrix has been resolved into components p(n, t) corresponding to the number
of particles n passing through the system within time-span [0,¢]. The memory kernel W describes the
influence of the environment on the dynamics of the system, while the inhomogeneity  accounts for initial
correlations between system and environment. We will consider systems with W and v decaying with time
faster than any power law, short range in memory. The inhomogeneity v does, however, play a crucial
role at finite times because take in account of the initial correlations between the reduced system and the
bath. The probability distribution for the number of transferred charges is given by P(n,t) = Tr{p(n,t)}.
For the systems described by Eq.1 we demonstrated that the long-time limit of the CGF is determined
by a single dominating pole of the resolvent of the memory kernel. An open issue is to consider the case
of systems with long range memory. In what measure previous results con be generalized?

We defined also a recursive scheme extremely efficient in calculating high order cumulants both an-
alytically than numerically. We tested the numerical stability of the methods for very high orders of

cumulants (> 20) on simple models. The main advantage of our method is the possibility to evaluate the
zero-frequency high order current cumulants in non-Markovian systems with many states.

The method allows to develop a general approach to the finite-frequency current noise of non-
Markovian transport processes. We found the finite-frequency noise is governed not only by the full
set of poles of the resolvent of Eq.1 but also by initial system-environment correlations v are crucial.
Such correlations can be, and have been [8, 11], neglected for non-Markovian processes at low frequen-
cies, but must be included at frequencies comparable with the internal frequencies of the system. It not
yet clear if it is possible to develop a similar scheme for finite frequency cumulants of higher order. We
will investigate which are the possibilities of this extension.

We applied our methods in transport through a double quantum dot qubit coupled with a phonon
bath. In particular we studied the effects of dissipation and temperature on the current cumulants of
very high orders and the finite-frequency current noise. We will compare our results with known theories
to identify the discrepancies and the role of common bath correlations approximations. We will show
that our method may easily be applied also to other electronic (or photonic) counting systems, as well as
other counted quantities, such as heat or work, in non-equilibrium systems.
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Positive operator valued measure in electron
counting statistics of quantum point contacts

Adam Bednorz®® and Wolfgang Belzig?
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The description of the statistics of charge transfer in quantum point contacts requires to take care of
the ordering of the electric current operators at different times. We construct a positive operator valued
measure based on the inaccuracy of the current measurement, which leads to a well defined probability
functional. The corresponding generating function of charge transfer reduces to that obtained by direct
application of Keldysh order in the limit of negligible influence of the detector. An experimentally
observable prediction of our approach is a large offset noise, which can be detected by comparing the
measured high-frequency current noise with the measured low-frequency noise. We discuss differences
between the generating functions obtained by the two methods in various limits — low and high frequency,
short and long characteristic measurement times.
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Diffusion process induced by an external force and a
spatio-temporal correlated noise

Takaaki Monnai
Department of Applied Physics, Waseda University
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It has been a long standing problem to systematically treat the spatio-temporal colored noise. In
the context of path coalescence, Deutsch[l] examined the free-diffusion of damped particles subjected
to a force fluctuating both space and time. Wilkinson, Mehlig and coworkers[2, 3] pursued similar
subject where the turbulant flow amounts to the spatio-temporal correlated noise acting on the suspended
particles, and analyzed the spectrum of the Fokker-Planck operator of the corresponding generalized
Ornstein Uhlenbeck process in momentum space.

It is thus a next important step to consider the case where an additional potential-induced systematic
force is present. In this contribution, we shall address this issue and explore how the potential is radically
affected by the spatio-temporal correlation[4]. We shall explore the overdamped case described by the
Langevin equation with a colored noise f(z,t)

ni(t) = =U'(2(8)) + £ (a(2),)
(f(2,1) =0, {f(x,0)f (2", ¥)) = Clw =2’ ,t = 1), (1)

where 7 stands for the friction coefficient and U(z) is a potential. The autocorrelation function is assumed
to be decorrelated C(xz,t) — Cod(x)d(t) in the short correlation limit of both the spatial correlation length
£ and temporal relaxation constant 7. As a typical case, we can take C(z,t) = 277kBT/T\/7Te’1'2/§2"2/72
with kT the strength of the noise.Other form of the autocorrelation function will be discussed also. Then
a Fokker-Planck equation is well-defined in a certain Markovian limit specified by the scaling relation
between & and 7

17} 10

*P(‘/L‘J) = 77](%

P <U'(m)(1 — k) + kBT£> P(z,t), (2)

Ox

with a dimensionless parameter x = 27kpT/&%ny/7 which is kept finite as 7,6 — 0. It is notable that
the drift velocity is renormalized by the memory of the noise. The diffusion process with a spatially and
temporally correlated noise is thus, in the above-mentioned Markovian limit, equivalently replaced by
that with purely temporal white noise.

Our theoretical predictions are numerically confirmed by calculating the escape rate for the double-well
potential and also the steady state distribution with use of the stochastic simulations of corresponding
Langevin equation. We should note that our symmetric doubly-stochastic noise can enhance the diffusion
which is in contrast to the localization observed in Sinai’s random walk in random environment[5].

References
[1] J. M. Deutsch, J. Phys. A 18 pp. 1457 (1985).
[2] B. Mehlig, M. Wilkinson, K. Duncan, T. Weber and M. Ljunggren, Phys. Rev. E 72 051104 (2005).

[3] V. Bezuglyy, B. Mehlig, M. Wilkinson, K. Nakamura and E. Arvedson, J. Math. Phys. 47 073301
(2006).

[4] T. Monnai, A. Sugita, and K. Nakamura, e-print cond-mat 0712.0551

[5] Ya. G. Sinai, Proceedings of the Berlin Conference on Mathematical Problems in Theoretical Physics,
pp. 12 (1982)

118



Scientific Committee

Derek Abbott (Adelaide University, Australia)

Dean Astumian (University of Maine, USA)

Robert Austin (Cornell University, USA)

Kamal Bardhan (Saha Institute of Nuclear Physics, India)
Sergey Bezrukov (National Institutes of Health, USA)
Gijs Bosman (University of Florida, USA)

Adi Bulsara (SPAWAR Systems Center, USA)

Markus Biittiker (University of Geneva, Switzerland)
Anna Carbone (Torino Polytechnic, Italy)

David Deamer (University of California, USA)

Jamal Deen (McMaster University, Canada)

Charlie Doering (University of Michigan, USA)
Gianfranco Durin (Istituto Elettrotecnico Nazionale, Italy)
Christian Glattli (CEA Saclay, France)

Peter Hanggi (University of Augsburg, Germany)

Laszlo Kish (Texas A&M University, USA)

Mikhail Levinshtein (Toffe Physico-Technical Institute, Russia)

Andre Longtin (University of Ottawa, Canada)
Massimo Macucci (University of Pisa, Italy)
Peter McClintock (University of Lancaster, England)

Frank Moss (University of Missouri, USA)

Nossal Ralph (National Institutes of Health, USA)

Xavier Oriols (Autonomous University of Barcelona, Spain)
Cecilia Pennetta (University of Lecce, Italy)

Lino Reggiani (University of Lecce, Italy)

Stefano Ruffo (University of Florence, Italy)

Marco Sampietro (Polytechnic of Milano, Italy)

Lutz Schimansky-Geier (Humboldt University, Germany)
Michael Shlesinger (Office of Naval Research, USA)

Eugene Stanley (Boston University, USA)

Jevgenij Starikov (Semiconductor Physics Institute, Lithuania)
Charles Stevens (Salk Institute for Biological Studies, USA)
Munecazu Tacano (Meisei University, Japan)

Lode Vandamme (University of Eindhoven, The Netherlands)
Nico Van Kampen (Institute of Theor. Physics, The Netherlands)
Luca Varani (Montpellier CNRS, France)

Michael Weissman (University of Illinois, USA)

Kurt Wiesenfeld (Georgia Institute of Technology, USA)
Stefano Zapperi (University of Rome, Italy)



UPoN 2008 SCIENTIFIC COMMITTEE

120



List of participants

Ms. Debjani Bagchi
Laboratoire de Physique, Ecole Normale Supérieure de Lyon
46, Allée d’Italie, Lyon

Mr. Guillem Albareda
Universitat Autonoma de Barcelona
Departament d’Enginyeria Electronica

ESTE Cedex 07
08193-Bellaterra-Barcelona FRANCE
SPAIN debjani.bagchi@ens-lyon.fr

guillem.albareda@uab.es

Dr. Pierre-Olivier Amblard Dr. Kamal Kumar Bardhan
GIPSAlab, CNRS Saha Institute of Nuclear Physics
1/AF Bidhannagar

BP 46
38402 saint martin d’heres cedex Kolkata 700 064
FRANCE INDIA

bidou.amblard@gipsa-lab.inpg.fr kamalk.bardhan@saha.ac.in

Pr. Eli Barkai
Bar Ilan University
Physics Department
Bar Ilan University
52900 Ramat Gan
ISRAEL
barkaie@mail. biu.ac.il

Dr. Valentina Andreoli
Politecnico di Torino
Corso Duca degli Abruzzi, 24, 10129 Torino
ITaLy
valentina.andreoli@polito.it

Pr. Daniele Andreucci Dr. Adam Bednorz

Dipartimento di Metodi e Modelli Matematici University of Konstanz
via A.Scarpa 16 00161 ROMA Fachbereich Physik, M703
ITaLy D-78457 Konstanz

GERMANY

andreucci@dmmm.uniromal.it
Adam.Bednorz@uni-konstanz.de

121



UPON 2008

LIST OF PARTICIPANTS

Pr. Roberto Benzi
Univ. Roma “Tor Vergata”
Dip. of Physics
Via della Ricerca Scientifica 1
00133, Roma
ITAaLIA
roberto.benzi@gmail.com

Mr. Igor V. Bezsudnov
NPP Nauka-Sevice
127473 Moscow
1-st Volkonskii per. 11
RussIAN FEDERATION
biv@akuan.ru

Dr. Pierre Borgnat
Université de Lyon, ENS Lyon CNRS, Laboratoire de Physique
46 allé d’Italie
69364 Lyon cedex 07
FRANCE
pierre.borgnat@ens-lyon.fr

Mr. Freddy Bouchet
INLN
1361, route des lucioles
06560 Valbonne Sophia Antipolis
FRANCE
Freddy.Bouchet@Qinln.cnrs.fr

Dr. Héléne Bouchiat
Université Paris-Sud
LPS
Bat 510 91405 Orsay
FRANCE
bouchiat@Ips.u-psud.fr

Dr. Alessandro Braggio

LAMIA-INFM-CNR & Dipartimento di Fisica, Universita di Genova
Dipartimento di Fisica

Via Dodecaneso 33

16146

Genova (GE)

ItALy

braggio@fisica.unige.it

Dr. Francisco J. Cao

Universidad Complutense de Madrid
Dpto. Fisica Atémica

Facultad de Ciencias Fisicas

Av. Complutense s/n

28040 Madrid

SPAIN

francao@fis.ucm.es

Pr. Bernard Castaing

Université de Lyon

Ecole Normale Supérieure de Lyon, Laboratoire de Physique
C.N.R.S. UMR5672

46, Allée d’'Ttalie

69364 Lyon Cedex 07

FRANCE

Bernard.Castaing@ens-lyon. fr

Dr. Edvige Celasco
Dept, Physics Politecnico di Torino
Corso Duca Degli Abruzzi 24, 10129 Torino
ITAaLy
edvige.celasco@polito.it

Pr. Ho Bun Chan
University of Florida
PO Box 118440
New Physics Building
U.S.A.
hochan@phys.ufl.edu

122



UPON 2008

LIST OF PARTICIPANTS

Pr. Cheng-Hung Chang
Institute of Physics, National Chiao-Tung University
1001 Ta Hsueh Rd
Hsinchu 300
TAIWAN
chchang@phys.cts.nthu.edu.tw

Pr. Francois Chapeau-Blondeau
LISA, University of Angers
62 avenue Notre Dame du Lac
49000 ANGERS
FRANCE
chapeau@univ-angers.fr

Pr. Shih Chun-Hsing
Department of Electrical Engineering, Yuan Ze University
135 Yuan-Tung Road, Chung-Li
Taoyuan 320
Taiwan
TAIWAN
chshih@saturn.yzu.edu.tw

Dr. Francesco Ciccarello
Dipartimento di Fisica e Tecnologie Relative
Viale delle Scienze, Edificio 18 Palermo
ItALy
ciccarello@difter.unipa.it

Dr. Alvaro Corral
Centre de Recerca Matematica
Edifici Cc, Campus UAB Bellaterra,
E-08193 Cerdanyola (Barcelona)
SPAIN
alvaro.corral@uab.es

Mr. Fabien Crauste
IXXI - Complex Systems Unstitute
5 rue du vercors
69007 Lyon
FRANCE
crauste@math.univ-lyonl.fr

Dr. Ferenc F. Csikor
Eotvos University Budapest, Department of Materials Physics
H-1117 Budapest
Pazmany Peter setany 1/a
HUNGARY
csikor@metal.elte.hu

Dr. Karin Dahmen
University of Illinois
Department of Physics
1110 West Green St.
Urbana, IL 61801-3080
U.S.A.
dahmen@Quiuc.edu

Dr. Fergal Dalton
Istituto dei Sistemi Complessi
Via del Fosso del Cavaliere 100
00133 Roma
ITALy
fergal.dalton@isc.cnr.it

Dr. Serhiy Danylyuk
Forschungszentrum Juelich
Leo Brandt str.1
52425 Juelich
GERMANY
s.vitusevich@fz-juelich.de

123



UPoON 2008 LIST OF PARTICIPANTS

Ms. Stéphanie Deschanel Mr. Andrea Duggento

INSA Lyon, MATEIS

Batiment Blaise Pascal, 20 Av Albert Einstein
69621 Villeurbanne Cedex

FRANCE

stephanie.deschanel@insa-lyon.fr

Ms. Francesca Di Patti

CSDC - Centro Interdipartimentale per lo Studio delle Dinamiche Com-
plesse, Universita degli Studi

via di Santa Marta 3, 50139 Firenze

ITALy

f.dipatti@gmail.com

Mr. Kai Dierkes

Mazx Planck Institute for the Physics of Complex Systems
Kai Dierkes (Room 1AQ7)

Noethnitzer Strasse 38

01187 Dresden

GERMANY

kai@mpipks-dresden.mpg.de

Mr. Jan Dolensky

Brno University of Technology - FEEC
Udolni 53

60200

Brno

CZECH REPUBLIC
xdolen00@stud.feec.vutbr.cz

Dr. Alexander Alexandrovich Dubkov
Nizhniy Novgorod State University
Gagarin Ave. 23

Nizhniy Novgorod

603950

RUSSIAN FEDERATION

dubkov@rf.unn.ru

Lancaster University
Bailrigg

Lancaster

LA1 4YW

UK
a.duggento@lancs.ac.uk

Dr. Roberto Eggenhoffner

Physycs Department University of Genova
via Dodecaneso 33

16146 GENOVA

ITAaLy

eggen@fisica.unige.it

Dr. Alessandro Fiasconaro

Marian Smoluchowski Institute of Physics
Jagellonian University

Reymonta 4 30-059

PorLaND

fiascona@th.if.uj.edu.pl

Mr. Julien Gabelli
Laboratoire de Physique des Solides
Bat. 510 Université Paris Sud
91405 Orsay
FRANCE
gabelli@Ips.u-psud.fr

Pr. TIouri Galperine
University of Oslo
Department of Physics
PO Box 1048 Blindern
0316 Oslo
NORWAY
iouri.galperine@fys.uio.no

124



UPON 2008

LIST OF PARTICIPANTS

Dr. Oleg Gerashchenko
B.P.Konstantinov Nuclear Physics Insnitute
PNPI, Gatnina, Leningrad distr., 188300
Russia
gerashch@pnpi.spb.ru

Dr. Maria Teresa Giraudo
Dept. of Mathematics University of Torino
Via C. Alberto 10, 10123 Torino
ItaLy
mariateresa.giraudo@unito.it

Dr. Denis S. Goldobin
Nonlinear Dynamics Group
Institute of Physics,
University of Potsdam,
Postfach 601553,

D-14415 Potsdam
GERMANY
Denis.Goldobin@Qgmail.com

Mr. Anatoly Golub
Ben-Gurion University
Department of Physics, Ben-Gurion University, Beer-Sheva 84105, Israel
ISRAEL
agolub@bgu.ac.il

Pr. Giuseppe Gonnella
Dipartimento di Fisica
via Amendola 173
70123 Bari
ITAaLy
gonnella@ba.infn.it

Mr. Josep Maria Huguet

Universitat de Barcelona
Diagonal, 647

Departament de Fisica Fonamental
Small Biosystems Lab

08028 Barcelona

SPAIN

huguet@fin.ub.es

Mr. Sylvain Joubaud

Laboratoire de Physique. ENS Lyon
46 allee d’italie

69007 Lyon

FRANCE
sylvain.joubaud@ens-Iyon.fr

Dr. Holger Kantz
Mazx Planck Institute for the Physics of Complex Systems
Noethnitzer Str. 38
01187 Dresden
GERMANY
kantz@pks.mpg.de

Dr. Igor A. Khovanov
Lancaster University
Lancaster
LA14YB
UNITED KINGDOM
i.khovanov@lancaster.ac.uk

Pr. Laszlo B. Kish
Texas A6M University, ECE Department
TAMU, Mailstop 3128, College Station, TX-77843-3128, USA
U.S.A.
Laszlokish@tamu.edu

125



UPoON 2008 LIST OF PARTICIPANTS

Mr. Ryota Kobayashi Mr. Gaetan Lassere

Kyoto university

Department of Physics,

Graduate School of Sciences, Kyoto University
Kyoto 606-8502, Japan

JAPAN
kobayashi@dora3.scphys.kyoto-u.ac.jp

Dr. Takayuki Kobayashi
Shiga University of Medical Science
Seta, Otsu
Shiga
JAPAN
Jjokyo-ji@ever.ocn.ne.jp

Dr. Peter M. Kotelenez
Case Western Reserve University
Department of Mathematics
Yost Hall
Cleveland, OH 44106
U.S.A.
pxk4@cwru.edu

Dr. Ferenc Kun

Department of Theoretical Physics, University of Debrecen

H-4010 Debrecen, Bem ter 18/b
HUNGARY
feri@dtp.atomki.hu

Dr. Denis L’Hoé6te
CFEA
Service de Physique de la Matiere Condensée
CE Saclay
91191 Gif/Yvette Cedex
FRANCE
denis.lhote@cea.fr

Universite de Bourgogne, ESIREM LE2I
Laboratoire LE2I UMr. 5158

Aile des sciences de l'ingénieur BP 47870
21078 Dijon Cedex

FRrRANCE

gaetan.lassere@u-bourgogne.fr

Mr. Thibault Laurent

University Montpellier 2

place Eugene Bataillon

CC 084

34095 Montpellier

FRANCE

thibault.laurent @ies.univ-montp2.fr

Mr. Lasse Laurson

Laboratory of Physics, Helsinki University of Technology
P.O.Box 1100

FIN-02015 HUT

FINLAND

lla@fyslab.hut.fi

Dr. Fabio Leoni
Sapienza, Universita di Roma
P.le A. Moro 2
00185, Roma
ITAaLy
leoni@pil.phys.uniromal.it

Mr. Chenghua Liang
Université du littoral cote d’opale
50 rue F. Buisson, B.P. 717, 62228 Calais, France
FRrRANCE
Liang@univ-littoral.fr

126



UPON 2008

LIST OF PARTICIPANTS

Dr. Benjamin Lindner

Mazx Planck Institute for the Physics of Complex Systems
Noethnitzer Str. 38

01187 Dresden

GERMANY

benji@pks.mpg.de

Mr. Pietro Lio
Computer Laboratory
15 J Thomson avenue
cb301fd

Cambridge

UNITED KINGDOM
pl219Qcam.ac.uk

Mr. Lukasz Machura
University of Silesia
Institute of Physics

ul. Uniwersytecka 4

40 - 007 Katowice

PoLAND
lukasz.machura@us.edu.pl

Dr. Alessandro Magni
INRIM

S.delle Cacce 91

10135 Torino

ITALIA

magni@inrim.it

Mr. Hugues Marinchio
University Montpellier 2
place E. Bataillon

34095 Montpellier cedex 5
FRANCE
marinchio@ies.univ-montp2.1r

Dr. Elisabetta Marras
CRS4 Bioinformatics
loc Pixinamanna bldg 3
09010 Pula (Ca)

ItaLy
lisa@crs4.it

Pr. Peter Vaughan Elsmere McClintock
Lancaster University
Department of Physics
Lancaster University
Lancaster
LA1 4YB
UK
p.v.e.mcclintock@lancaster.ac.uk

Dr. Mark Damian McDonnell
University of South Australia
Institute for Telecommunications Research
SPRI Building
Mawson Lakes Boulevard
Mawson Lakes SA 5095
AUSTRALIA
mark.mcdonnell@Qunisa.edu.au

Mr. Jean-Francois Millithaler
Universita’ degli Studi del Salento
Dipartimento di Ingegneria dell’ Innovazione
Via Arnesano s/n
73100 Lecce, ITALY
ItaLy
Jjf.millithaler@unile.it

Ms. Fatemeh Momeni
Physics Department of Purdue University
Fatemeh Momeni, Department of Physics
525 Northwestern Avenue, West Lafayette, IN
47907-2036
U.S.A.
fmomeni@purdue.edu

127



UPoON 2008 LIST OF PARTICIPANTS

Dr. Takaaki Monnai Dr. Tomas Novotny

Waseda University

Department of Applied Physics

3-4-1 Okubo, Shinjuku-ku, 169-8555, Tokyo
JAPAN

monnai@suou.waseda.jp

Mr. Saverio Morfu
Université de Bourgogne, ESIREM, LE2I
Laboratoire LE2I UMr. 5158
Aile des sciences de 'ingénieur BP 47870
21078 Dijon Cedex
FRANCE
smorfu@u-bourgogne.fr

Mr. Mikhael Myara
Institut d’Electronique du Sud - UMR5214
Université Montpellier 11
Place Eugeéne Bataillon - cc. 084 - Bat 21
34095 Montpellier
FRANCE
myara@opto.univ-montp2.fr

Dr. Gianni Niccolini
Istituto Nazionale di Ricerca Metrologica
Strada delle Cacce,91
TORINO
ITALy
g.niccolini@inrim.it

Mr. Markus Niemann

Mazx-Planck-Institut fir Physik komplexer Systeme

Nothnitzer Strafie 38
01187 Dresden
GERMANY
niemann@pks.mpg.de

Charles University in Prague
Department of Condensed Matter Physics
Faculty of Mathematics and Physics

Ke Karlovu 5

CZ-121 16 Prague

CzECH REPUBLIC
tno@karlov.mff.cuni.cz

Dr. Akio Nozawa

Meisei University
2-1-1 Hodokubo, Hino, Tokyo 191-8506

JAPAN
akio@ee.meisei-u.ac.jp

Dr. Toru Ohira

Sony Computer Science Laboratories, Inc.

3-14-13 Higashigotanda
Shinagawa, Tokyo 141-0022
JAPAN
ohira@csl.sony.co.jp

Mr. Elvis Obi
African information Technology Holdings
29 Bolong Street, Off Pipeline
Pipeline-The Gambia
THE GAMBIA
aithQfastermail.com

Dr. Xavier Oriols
Universitat Autonoma de Barcelona
Departament d’Enginyeria Electronica
ETSE
Universitat Autonoma de Barcelona
08193 - Bellaterra - Barcelona
SPAIN
xavier.oriols@uab.es

128



UPON 2008

LIST OF PARTICIPANTS

Mr. Bernard Orsal
Université Montpellier 2
Place Eugene Bataillon
34095 MONTPELLIER CEDEX
FRANCE
orsal@opto.univ-montp2.fr

Dr. Yossi Paltiel
Soreq NRC
Yavne 8100
ISRAEL
paltielQsoreq.gov.il

Dr. Paolo Paradisi
Istituto di Science dell’Atmosfera e del Clima (ISAC - CNR), Unita di
Lecce
Strada Provinciale Lecce-Monteroni Km 1,2 , I-73100 Lecce
ITALY
p-paradisiQisac.cnr.it

Pr. Cecilia Pennetta
Universita’ del Salento
Via Arnesano, Ed. ”Stecca”,
73100 Lecce, Italy
ItALy
cecilia.pennetta@unile.it

Dr. Dominique Persano Adorno
Dipartimento di Fisica e Tecnologie Relative - Universita di Palermo
Viale delle Scienze, Ed. 18
90128 PALERMO
ITAaLy
dpersano@unipa.it

Dr. Estelle Pitard

CNRS-Laboratoire des Colloides, Verres et Nanomateriaux
Universite Montpellier 2

Place Eugene Bataillon

34095 Montpellier cedex 5

FRANCE

estelle@lcvn.univ-montp2.fr

Dr. Nicola Pizzolato

University of Palermo
Viale delle Scienze, Ed. 18
90128 Palermo

ITAaLy
npizzolato@gip.dft.unipa.it

Mr. Ondrej Pokora

Department of Mathematics and Statistics, Masaryk University
Janackovo nameti 2a

60200 Brno

CzECH REPUBLIC

pokora@math.muni.cz

Mr. Jean-Marc Routoure
GREYC/ENSICAEN & Univ Caen
Bd du marechal Juin
14050 Caen Cedex
FRANCE
routoure@greyc.ensicaen.fr

Mr. Giulio Sabatini
University Montpellier 2
Place E. Bataillon
34095 Montpellier cedex 5
FRANCE
sabatini@ies.univ-montp2.fr

129



LIST OF PARTICIPANTS

UPON 2008

Mr. Mahamadou Sahanoho Pr. Bernardo Spagnolo

African information Technology Holdings
29 Bolong Street, Off Pipeline

Pipeline-The Gambia

THE GAMBIA

aithinfo@fastermail.com

Dr. Pavel Shiktorov
Semiconductor Physics Institute
Goshtauto 11, LT-01108 Vilnius
LITHUANIA

pavel@pav.pfi.lt

Pr. Shigeru Shinomoto

Department of Physics, Kyoto University
Sakyo-ku, Kyoto

JAPAN

shinomoto@scphys.kyoto-u.ac.jp

Pr. Andrew Snarskii
Kiev Plitechnics Institute, Ukrain
127473 Moscow
1-st Volkonskii per 11,
(address for communications)
RUSSIAN FEDERATION
asnarskii@gmail.com

Dr. Dorottya Sohler
Institute of Nuclear Research (ATOMKI)
Bem ter 18/c
Debrecen
H-4026
HUNGARY
sohler@atomki.hu

University of Palermo

Dipartimento di Fisica e Tecnologie Relative,
Viale delle Scienze, pad.18

Palermo

ITAaLy

spagnolo@unipa.it

Dr. Jevgenij Starikov

Semiconductor Physics Institute
Goshtauto 11, LT-01108 Vilnius
LiTtHUANIA

jane@pav.pfi.lt

Pr. Zbigniew R. Struzik

Graduate School of Education, The University of Tokyo
7-3-1 Hongo, Bunkyo-ku, 113-0033, Tokyo

JAPAN

zbigniew.struzik@p.u-tokyo.ac.jp

Mr. Eugene Sukhorukov

University of Geneva
Department of Theoretical Physics, University of Geneva

24, quai Ernest Ansermet

CH-1211 Geneva

SWITZERLAND
Eugene.Sukhorukov@physics.unige.ch

Dr. Noboru Tanizuka

Graduate School of Science, Osaka Prefecture University
1-1 Gakuen-cho, Naka-ku, Sakai, Osaka, 599-8531

JAPAN

tanizuka@mi.s.osakafu-u.ac.jp

130



LIST OF PARTICIPANTS

UPON 2008

Dr. Nobuhisa Tanuma

Meisei University
Hino, Tokyo 191-8506

JAPAN
tanuma@amrc.meisei-u.ac.jp

Dr. Ekkehard Ullner

Universitat Politecnica de Catalunya, Departament de Fisica i Enginy-

eria Nuclear

Colom 11

E-08222 Terrassa

SPAIN
ekkehard.ullner@upc.edu

Dr. Eric Vanden-Eijnden
New York University
Courant Institute
251, Mercer street
New York, NY, 10012
U.S.A.
eve2@cims.nyu.edu

Pr. Luca Varani
Unwversity Montpellier 2
Place E. Bataillon
34095 Montpellier cedex 5
FRANCE
luca.varani@Quniv-montp2.fr

Pr. Jests Enrique Velazquez-Pérez

Universidad de Salamanca
Pza. de la Merced s/n
Edificio Trilingiie

E-37008 Salamanca

SPAIN

js@Qusal.es

Dr. Alexey Zaikin

University of Essex
Department of Mathematics
Wivenhoe park

CO4 35Q Colchester

UK

zaikin@essex.ac.uk

Dr. Steeve Zozor
GIPSA-Lab
961 rue de la Houille Blanche
B.-P. 46
38402 Saint Martin d’Heres Cedex
FRANCE
steeve.zozor@Qgipsa-lab.inpg.fr

131



UPoN 2008 LIST OF PARTICIPANTS

132



Index of Authors

Accardo, M. ............... ..., 110
Akin, O. C.........ooiiat 21
Alarcéom , Ao 60
Alava, M. J....o.oooooioL 28
Albareda, G..................... 50
Amblard, P.-O............... 19, 20
Andreoli, V.................... 110
Andreucci, D............oL 25
Bagchi, D............. ... ..., 37
Bagliani, D...................... 58
Bagnoli, F.................. .. 81
Baldassarri, A................... 34
Bardhan, K. K.................. 56
Barkai, E. ....... ... ... o 67
Barone, C........... ... .. ... 49
Bednorz, A. ................... 116
Bellon, L. ...l 37
Belogolovskii, M................ 111
Belyaev, A.E.................. 109
Belzig, W. ...l 116
Ben Simon, A................... 47
Benzi, R. ...l 64
Berger, V... 47
Bezsudnov, I................... 102
Billangeon, P.................... 46
Bodo, Bl 99
Borgnat, P...................... 75

Bouchet, F...............L 43
Bouchiat, H..................... 46
Bouchier, A. .................... 73
Bougrioua, Z................... 109
Braggio, A.............oi 115
Buceta Fernandez, J............. 22
Bustamante, C.................. 23
Cambras Riu, T................. 22
Cao, F. J. ...l 39, 95
Capobianco, E................... 83
Castaing, B............ .. .. .. 36
Castillén, A. O.................. 90
Celasco, E. ...l 58
Celasco, M. .......oooiiiiat, 58
Chan, H.B. .................... 38
Chang, C-H. ................... 82
Chapeau-Blondeau, F........... 12
Chobola, Z. ..., 72
Chun-Hsing, S. ................. 57
Ciccarello, F.................... 55
Ciliberto, S. ............ 29, 37, 100
Corral, A ..o 31, 90, 91
Csikor, Foooooooiil 32
Dahmen, K. .................... 27
Dalton, F. ... ... 34
Danylyuk, S. V. ............... 109
Deblock, R. ..ot 46

133

Deschanel, S. ................... 29
DiPatti, F.o...ooooo 16
Dierkes, K. ... ... 15
Diez Noguera, A................. 22
Dolensky, J. ... 72
Dolgin, B........coooiiol 111
Dubkov, A. ........ ... .. ... 42 74
Duchéne, C.............ooot 20
Duggento, A. ................... 41
Dureisseix, D.................... 11
Durin, G..................... 33, 96
Ebeling, W...........cooiat. 97
Eggenhoffner, R................. 58
Eisenberg, R. S.................. 84
Essimbi, B. .............. L 99
Fadil, D......................... 49
Fanelli, D. ...................... 16
Feito, M. ......... ... ... .. .. 39, 95
Ferrari, L.......... ... 58
Fiasconaro, A............... 86, 97
Flament, S. ................ 49, 106
Flandrin, P................... ... 75
Flindt, C.................... .. 115
Fobelets, K...................... 53
Forns, N..............oooiit, 23
Gabelli, J............oool 61,112

Galperine, I..................... 48
Gandini, G.............. ... ..., 110
Garcia-Ojalvo, J................. 22
Garnache, A..................... 73
Gattl, oot 58
Gerashchenko, O............... 104
Gest, Jo. oo 107
Giraudo, M. T.................. 80
Godin, N......ooooiiiiin, 29
Goldobin, D. S.............. 85, 94
Golub, A. ...l 114
Gong, J. ... 57
Gonnella, G..................... 68
Gonzalez, T..................... 54
Goychuk, I ..................... 42
Grigolini, P..............oo Ll 21
Gruzinskis, V............... 51, 103
Gudowska-Nowak, E............. 97
Guillet, B. ...l 106
Haldsz, Z........................ 30
Hénggi, P............... ... ... 42
Herrmann, H. J. ................ 30
Hochin, T.......... ... .. ...... 24
Huguet, JM. ................... 23
Jandova, K...................... 72
Jauho, A-P......... .. ... 115
Jiménez, D........... ...l 50



UPON 2008

INDEX OF AUTHORS

Joubaud, S.................... 100
Julicher, D. ..................... 15
Jung, G. ... 47, 111
Jurankova, V....... ... ... . 72
Kantz, H......... ... 10, 71
Kaufman, I...................... 84
Kerlain, A....................... 98
Khan, M. R..................... 24
Khovanov, I. A.................. 18
Kish, L. ... 44
Kiyono, K. ....... ... ... 17
Klein, N......ooooooiiiioi 109
Knap, W........ooiii 54
Kobayashi, R. .................. 87
Konczykowski, M................ 98
Kotelenez, P. M................. 66
Kun, Fooooooooooo 30
Kurakin, A. M. ................ 109
Kurths, J..................... ... 85
Ladieu, F.............o.oooo 0. 98
Lansky, P.........oooiiii 70
Lasaponara, R................... 91
Laurent, T..................... 103
Laurson, L. ..................... 28
Leitman, M. J................... 66
Leoni, Fo..ooooiiiii L 89
Leroy, G. ..o 107
L’Hote, D. ..o 98
Liang, C..........coiiiiat. 107
Lien ,C....oooiiiiii 57
Lindner, B. ................. 14, 15
Lio, P 81
Liv, Yoo 27
Llebot, J. E. ..., 90
Luchinsky, D. G. ............ 41, 84
Machura, L. ..........ooooii 40
Magni, A. ... 96

Makowiec, D......... ...l 77
Marinchio, H. .............. 51, 103
Markovich, V............... ... 111
Marquié, P. ...l 99
Marras, E............oooiL 83
Masoero, A............. ... 110
Mateos, J. ..o 54
Mazzetti, Po.......oooooio 110
McClintock, P. V. E. ........ 41, 84
McDonnell, M. D. .............. 19
Méchin, L. ................. 49, 106
Millithaler, J-F................. 54
Monnai, T.............oooot. 118
Monticone, E........... ... ... 110
Morfu, S.......cooviii 99
Morita, H. ... 43
Mosser, V. ..ooovviiiiiiii... 98
Motz, C..oooviiii 32
Mukherjee, C. D................. 56
Mukovskii, Ya. M. ............. 111
Myara, M. ..., 73
Naert, A. ...l 37
Nakamae, S. ............oooutn 98
Nakamura, T.................... 79
Naumov, A. V.................. 109
Niccolini, G...oovoviii e 33
Niemann, M. ................... 71
Ninios, K. 38
Novotny, T................. 62, 115
Nozawa, A.............ccoiu... 78
Ohira, T. ...t 93
Oriols, X. ..o 50, 60
Orsal, B...............ooo il 11
Palermo, C................. 54, 103
Paltiel, Y. ... 47
Paradisi, P................ ... 21
Pardo,D....... ... 54

Pennetta, C..................... s
Perez, J.-P. ... 73
Perez, S. ...l 54
Perna, P................ 49
Persano Adorno, D. ........... 105
Petri, A. ... 34
Petrosyan, A................... 100
Petrychuk, M. V. .............. 109
Piscitelli, A................oo. 68
Pizzolato, N................ 86, 105
Pokora, O....................... 70
Pontuale, G. .................... 34
Portesi, C........oooiill 110
Pousset, J. ...l 54
Rajteri, M...................... 110
Reggiani, L. ............ 51, 54, 103
Reulet, B................... 61, 112
Ritort, F. ...l 23
Romanini, D. ................... 73
Rousseau, D..................... 12
Routoure, J-M. ........... 49, 106
Sabatini, G................. 51, 103
Sacerdote, L..................... 80
Sagnes, I. ...t 73
Sassetti, M..................... 115
Schneider, H..................... 47
Sethna, J. P..................... 96
Shiktorov, P................ 51, 103
Shklyaeva, E. V. ...... ... ... 94
Signoret, P........... .. ... 73
Sikula, J. ... 108
Simonnet, E..................... 43
Smelyanskiy, V. N............... 41
Smith, SB...................... 23
Snarskii, A. A............... 102
Spagnolo, B. ........... 74, 86, 105
Stambaugh, C................... 38
Starikov, J........ ... ... 51, 103

Stocks, N. G..............oo.t. 19
Struzik, Z. R................ 17,79
Sukhorukov, E.................. 52
Tacano, M.................. 78, 108
Tanizuka, N..................... 24
Tanuma, N. ................... 108
Taralli, E....................... 110
Telesca, L. ... 91
Tindjong, R........... ... ... .. 84
Tsong, T. Y...........oooo.. 82
Ullner, E........ooooioi L. 22
Vacher, R. ...................... 11
Valle, R. ...t 58
Vandamme, L. K. J. ........... 107
Vanden-Eijnden, E.............. 65
Vanek, J. ...l 72
Vanel, L......................... 29
Varani, L............... 51, 54, 103
Veldzquez-Pérez, J. E. .......... 53
Vigier, G....oooviii 29
Vitusevich, S. A................ 109
Weygand, D..................... 32
Wojkiewicz, J.-L. .............. 107
Wu, X.D.oooonn 111
Yagi, S..ooiiii 108
Yamamoto, Y................ 17, 79
Yeh, S-P.oooooio 57
Yuzhelevski, Y. ................ 111
Zaikin, A ... 85
Zaiser, M.............. ..o .. 32
Zammito, S................ ... 55
Zapperi, S............ 32, 34, 89, 96
Zarcone, M...................... 55
Z0ZOT, S..o i 20

134



Document compiled by L. Bellon with IXTEX — Last update: June 4, 2008



	Foreword
	Table of contents
	Schedule
	Talks
	Applications of noise in measurements, technologies and informatics
	Biological noise
	Crackling noise
	Noise in complex and non-linear systems
	Noise in materials and devices
	Quantum noise and coherence
	Theoretical trends in fluctuations

	Posters
	Applications of noise in measurements, technologies and informatics
	Biological noise
	Crackling noise
	Noise in complex and non-linear systems
	Noise in materials and devices
	Quantum noise and coherence
	Theoretical trends in fluctuations

	Scientific Committee
	List of participants
	Index of Authors

